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Abstract—Due to the increasing demand of capacity in wireless
cellular networks, the small cells such as pico and femto cells are
becoming more popular to enjoy a spatial reuse gain, and thus
cells with different sizes are expected to coexist in a complex
manner. In such a heterogeneous environment, the role of
interference management (IM) becomes of more importance, but
technical challenges also increase, since the number of cell-edge
users, suffering from severe interference from the neighboring
cells, will naturally grow. In order to overcome low performance
and/or high complexity of existing static and other dynamic IM
algorithms, we propose a novel low-complex and fully distributed
IM scheme, called REFIM (REFerence based Interference Man-
agement), in the downlink of heterogeneous multi-cell networks.
We first formulate a general optimization problem that turns
out to require intractable computation complexity for global
optimality. To have a practical solution with low computational
and signaling overhead, which is crucial for low-cost small-
cell solutions, e.g., femto cells, in REFIM, we decompose it
into per-BS (base station) problems based on the notion of
reference user and reduce feedback overhead over backhauls both
temporally and spatially. We evaluate REFIM through extensive
simulations under various configurations, including the scenarios
from a real deployment of BSs. We show that, compared to
the schemes without IM, REFIM can yield more than 40%
throughput improvement of cell-edge users while increasing the
overall performance by 10∼107%. This is equal to about 95%
performance of the existing centralized IM algorithm (MC-IIWF)
that is known to be near-optimal but hard to implement in
practice due to prohibitive complexity. We also present that
as long as interference is managed well, the spectrum sharing
policy can outperform the best spectrum splitting policy where
the number of subchannels is optimally divided between macro
and femto cells.

Index Terms—Interference management, heterogeneous wire-
less access networks, femto cells, reference user, power control,
user scheduling, feedback reduction, distributed algorithm;

I. INTRODUCTION

MANY researchers from networking and financial sectors
forecast that by 2014, the total mobile data traffic

throughout the world will grow exponentially and reach about
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3.6 exabytes per month, 39 times increase from 2009 [1],
[2]. Pushed by this explosive demand mainly from bandwidth-
hungry multimedia and Internet-related services in broadband
wireless cellular networks, communication engineers seek
to maximally exploit the spectral resources in all available
dimensions.

Small cells such as pico and femto cells, seem to be one
of the most viable and economic solutions [3]. Of recent
significant interest is the femto cell designed for usage in
a home or an office and deployed by users, utilizing user’s
Internet connection, e.g., cable or DSL (Digital Subscriber
Line) Internet services as a backhaul. Macro and pico cells
are controlled by mobile network operators and use dedicated
backhauls. Small cells are also considered as a way of
incrementally increasing coverage and/or capacity inside the
initial deployment of macro cells. In addition to the advantages
of spectrum reuse efficiency, the network operators are also
attracted by financial benefits because small cells can reduce
both capital (e.g., hardware) and operating (e.g., electricity,
site lease and backhaul) expenditures.

In heterogeneous multi-cell networks with a mixture of
macro and small cells, interference is a major obstacle that
can impair the potential gain of small cells and its pattern
is highly diverse [4], e.g., interferences in macro-to-macro,
femto-to-femto, and macro-to-femto. As the number of small
cells increases, the number of users at cell edges suffering
from low throughput due to severe interference also grows.
In particular, femto base stations (BSs) are installed in an ad-
hoc manner without being planned by users, not the network
operators, which also increases the technical challenges of
interference management (IM).

To mitigate interference, a traditional frequency reuse or
more enhanced schemes such as fractional frequency reuse
(FFR) [5] and its variations [6], [7] can be utilized. All these
schemes represent static IM algorithms for pure macro cell
networks, where a specific reuse pattern is determined a priori
by the network operator at offline. However, in reality, BSs are
not uniformly deployed over the network. In particular, femto
BSs are purely controlled by users, which implies that they
may often be installed by users and even existing ones may
be turned on/off dynamically. Under this situation, having the
static reuse pattern is naturally inefficient. Recently, several
dynamic IM algorithms have been proposed to address this
problem [8]–[14]. They can significantly improve the perfor-
mance over the static schemes, but many of them suffer from
prohibitively high complexity and message passing among
neighboring BSs.
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In a single-carrier multi-cell network setup, several BS
coordination schemes [8]–[10] have been proposed under the
assumption of binary power control, i.e., each BS transmits
data with its given maximum power or zero. There are
several recent works in a multi-carrier multi-cell network [11],
[12]. Venturino et al. [11] proposed several algorithms which
perform multiple iteration loops in a slot for user scheduling
and power allocation. Although they can achieve near-optimal
performance, all of them are centralized algorithms which
are too complex to be implemented in practice. Stolyar et
al. [12] proposed algorithms that adjust BS powers much
more slowly than per-slot user scheduling. This time-scale
separation does simplify the problem solution and reduce
the complexity, but may lead to non-negligible performance
loss. To tackle the cross-tier interference between macro and
femto cells, there also have been several approaches by Sprint,
Ericson [13] and Chandrasekhar et al. [14] that adjust the
transmit powers of femto BSs based on the relative locations
with respect to the macro BS. The power control also has
been handled in ad-hoc networks. Chiang et al. [15] showed
that in high SINR (signal to interference plus noise ratio)
regime nonconvex power control optimization problems can
be transformed into convex optimization problems through a
geometric programming technique. In addition, there has been
research on mitigation interference in a MIMO (multiple input
multiple output) setting [16].
The part of dynamic IM algorithms, in particular, the power

control component, was studied in the context of multi-tone
DSL networks (see [17] and the references therein for a
nice survey). Indeed, the wired multi-tone DSL model with
crosstalk can be interpreted as a special case of the wireless
multi-carrier cellular model with inter-cell interference when
(i) only one user exists per cell and (ii) wireless channels are
stationary and (iii) distributed operations among BSs are not
crucial. In fact, the power control of our proposed solution is
motivated by ASB (Autonomous Spectrum Balancing) [17],
[18] in the DSL network that uses the idea of reference line.
However, in the IM over multi-cell wireless networks, much
more challenging issues still remain for practical implemen-
tation, e.g., joint operation with multi-user scheduling in each
cell, dynamic selection of reference users over time-varying
channels, and small message passing among neighboring cells.
The fundamental challenges in the dynamic IM are that

(i) BS power control problem itself (even if scheduled users
in each BS are fixed) is formulated by a highly nonconvex
optimization [11], [12], [15], (ii) it is tightly coupled with
multi-user scheduling, and (iii) heavy message passing is
usually required to coordinate BS powers. In this paper, we
aim at developing an IM scheme consisting of joint power
allocation and user scheduling which is practical in terms of
low complexity and small message passing, but yet the scheme
achieves near-optimal performance. Low complexity and small
message passing is particularly essential for low-cost solutions
such as femto BSs because they are typically made of cheap
devices for price competitiveness and connected to the low-
speed residential cable or DSL Internet connections, not to the
high-speed dedicated backhauls.
Another important issue in heterogeneous networks is the

way of sharing spectrum between macro and femto cells. If

network operators adopt a spectrum splitting policy where
macro and femto cells orthogonally use the resource for
convenience of implementation, they can be free from the
macro-to-femto interference. However, such a splitting policy
needs to determine the ratio of optimal splitting that varies
depending on the configuration of cells, e.g., density and
position, resulting in spectrum inefficiency. Alternatively, a
spectrum sharing policy between macro and femto cells can
be adopted to maximally reuse the resource. However, the
macro-to-femto interference may harm the system perfor-
mance unless appropriate IM algorithms are employed. It will
be interesting, especially for the network operators, to answer
which of these two polices is better under what circumstances.

Motivated by the above, we propose a novel IM algorithm,
called REFIM (REFerence based Interference Management),
whose core features are summarized as follows.

1) With the notion of reference user, each BS can approx-
imate the interference impact of all other cells with a
single user to which the BS generates the most significant
interference. This abstraction substantially simplifies the
problem, resulting in the power control algorithm with low
computational and signaling overhead.

2) Due to the nonconvexity of the power control problem,
different initial power settings may lead to different solu-
tions. We empirically show that running the power control
algorithm with the powers used at the previous slot as the
initial powers can have effect of removing multiple loops
without much performance degradation.

3) In the original power control based on the reference user,
it requires to feedback per-user information in a cell to the
neighboring BSs at every slot. We reduce such a heavy
message passing overhead over backhauls both temporally
and spatially.

4) REFIM has a nice feature of incremental deployability
that partial deployment in some specific regions, probably
starting from the regions that experience small capacity due
to severe interference, sufficiently increases the capacity
in those regions, but not affecting other regions. This is a
desirable property for network operators who cannot afford
to upgrade the IM module in all BSs.

5) We also demonstrate that, as long as an appropriate IM
such as REFIM is adopted, the performance of the spec-
trum sharing policy is much better than the best perfor-
mance of the spectrum splitting policy that the number of
subchannels is optimally divided between macro and femto
cells.

The remainder of this paper is organized as follows. In
Section II, we formally describe our system model and general
problem. In Section III, we propose a reference user based
power allocation and user scheduling with feedback reduction
ideas. In Section IV, we analyze the computational and sig-
naling complexity. In Section V, extensive simulations under
various configurations demonstrate the performance of the
proposed algorithm compared to previous algorithms. Finally,
we conclude the paper in Section VI.
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II. SYSTEM MODEL AND PROBLEM DEFINITION

A. Network and Traffic Model

We consider a wireless cellular network consisting of multi-
ple heterogeneous BSs, where Nmacro, Npico and Nfemto are
the set of macro, pico and femto BSs, respectively. Denote
by K .= {1, . . . , K} and N = Nmacro ∪ Npico ∪ Nfemto

.=
{1, . . . , N} the set of users and BSs, respectively. BSs and
users are equipped with one transmit and one receive antenna,
respectively. Each user is assumed to be connected to a single
BS. Denote by Kn the (nonempty) set of users associated with
the BS n, i.e., K = K1 ∪ · · · ∪ KN and Kn ∩ Km = ø, for
n �= m. A full buffer traffic model with infinite data packets
in the queue for each user at its associated BS is used to
consider best-effort traffic. Macro and pico BSs can in general
exchange information very fast with each other because there
are connections between them via high-speed wired dedicate
backhauls directly or through a base station controller. On
the other hand, femto BSs can be assumed to exchange
information slowly through user’s Internet connections as
backhauls.

B. Resource and Allocation Model

We consider a system where a subchannel is a group of
subcarriers as the basic unit of resource allocation. Assume
that there are S number of subchannels and all BSs can use all
the subchannels for data transmission, i.e., universal frequency
reuse. Denote by S .= {1, . . . , S} the set of subchannels.
We focus on the downlink transmissions in the time-slotted
system. At each slot, each BS needs to determine (i) which
user is scheduled on each subchannel and (ii) how much power
is allocated for each scheduled user on each subchannel.
User scheduling constraint: In regard to (i), denote by

Is(t)
.= [Ik,n

s (t) : k ∈ K, n ∈ N ] the user scheduling
indicator vector, i.e., Ik,n

s (t) = 1 when BS n schedules its
associated user k on subchannel s at slot t, and 0 otherwise.
Furthermore, we denote the user scheduled by BS n on
subchannel s at slot t by k(n, s, t). Reflecting that at most
only one user can be selected in each subchannel for each
BS, we should have:∑

k∈Kn

Ik,n
s (t) ≤ 1, ∀n ∈ N , s ∈ S. (1)

Power constraint: In regard to (ii), denote the transmit
power of BS n on subchannel s at slot t by pn

s (t). The
vector containing transmit power of all BSs on subchannel
s is ps(t)

.= [p1
s(t), · · · pN

s (t)]T . In parallel, the vector
containing transmit powers of all subchannels for BS n is
pn(t) .= [pn

1 (t), · · · pn
S(t)]T . Each BS is assumed to have the

total power budget and spectral mask constraints:∑
s∈S

pn
s (t) ≤ Pn,max, ∀n ∈ N , (2)

pn
s (t) ≤ Pn,mask

s , ∀n ∈ N , s ∈ S. (3)

In practice, a typical transmit power of macro BSs is around
43dBm, which is 20∼30dBm higher than that of small BSs.
For notational simplicity, the time-slot index (t) is dropped
unless confusion arises.

C. Link Model

In this paper, we do not consider advanced multiuser
detection or interference cancellation, and hence the interfer-
ence from other BSs is treated as noise. We focus on the
spectrum level coordination1, i.e., finding multi-channel power
allocation of each BS in order to improve system performance
by mitigating the interference. For a given power vector ps,
the received SINR for user k from BS n on subchannel s can
be written as:

γk,n
s (ps) =

gk,n
s pn

s∑
m �=n gk,m

s pm
s + σk

s

, (4)

where pn
s and gk,n

s representing the nonnegative transmit
power of BS n on subchannel s and the channel gain between
BS n and user k on subchannel s during a slot, respectively;
σk

s is the noise power. The channel gain is time-varying and
takes into account the path loss, log-normal shadowing, fast
fading, etc.
Following the Shannon’s formula, the achievable data rate

[in bps] for user k on subchannel s is given by:

rk,n
s (ps) =

B

S
log2

(
1 +

1
Γ

γk,n
s (ps)

)
, (5)

where B denotes the system bandwidth; Γ denotes the SINR
gap to capacity which is typically a function of the desired
bit error ratio (BER), the coding gain and noise margin, e.g.,
Γ = − ln(5BER)

1.5 in M-QAM (quadrature amplitude modulation)
[19]. Note that rk,n

s (ps) is the potential data rate when the user
k is scheduled for service by BS n on subchannel s and its
actual data rate becomes zero when another user is scheduled,
i.e., rk,n

s (ps, Is) = Ik,n
s ·rk,n

s (ps). We assume that Γ = 1 and
drop B/S mainly for simplicity, but our results can be readily
extended to other values of Γ and B/S.

D. General Problem Statement

Our objective is to develop a slot-by-slot joint power
allocation and user scheduling algorithm that determines(
p(t)

)∞
t=0

and
(
I(t)

)∞
t=0
, where p(t) .= (ps(t), s ∈ S)

and I(t) .= (Is(t), s ∈ S). The long-term achieved
throughput vector R = (Rk : k ∈ K), where Rk =
lim

t→∞
1
t

∑t
τ=1

∑
s∈S rk,n

s (ps(τ), Is(τ)), is the solution of the
following optimization problem:

(Long-term P) : max
∑
k∈K

Uk(Rk) (6)

subject to R ∈ R, (7)

where Uk(·) is a concave, strictly increasing, and continuously
differentiable utility function for user k; R ⊂ R

K
+ is the

set of all achievable rate vectors over long-term, referred to
as throughput region. Note that this optimization problem is
challenging to solve, since we aim at devising an instanta-
neous, distributed algorithm even though the constraint set R
is neither available to the users nor the BSs.

1More performance gain may be achieved by canceling inter-cell inter-
ference using signal level coordination, such as CoMP (Coordinated Multi
Point Transmission and Reception) addressed in the LTE-Advanced, which is
beyond the scope of this paper.
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With the help of the stochastic gradient-based technique in
[20] that selects the achievable rate vector maximizing the sum
of weighted rates where the weights are marginal utilities at
each slot, it suffices to solve the following slot-by-slot problem
(P) which produces the long-term rates that is the optimal
solution of the (Long-term P).

(P ) : max
p,I

h(p, I) =
∑
k∈K

wk

∑
s∈S

rk,n
s (ps, Is) (8)

subject to
∑

k∈Kn

Ik,n
s ≤ 1, ∀n ∈ N , s ∈ S, (9)

∑
s∈S

pn
s ≤ Pn,max, ∀n ∈ N , (10)

pn
s ≤ Pn,mask

s , ∀n ∈ N , s ∈ S, (11)

where wk > 0 is the derivative of its utility wk =
dU(Rk)

dRk
|Rk=Rk(t) that can be interpreted as the weight of user

k for the slot. For example, we can set wk as the inverse of its
average throughput 1/Rk(t) to achieve proportional fairness
among users [21]. Since the system objective is a nonconvex
function of the transmit powers and is also tightly coupled
with integer variables of the scheduling indicators, the problem
(P ) is a mixed-integer nonlinear programming (MINLP).
Unfortunately, it is known in [22] that even the simplified
problem, in which user scheduling issue is eliminated (i.e.,
|Kn| = 1 for all n ∈ N ), is computationally intractable.
To find a global optimal solution, we need to fully search
the space of the feasible powers for all BSs with a small
granularity along with the all possible combinations of user
scheduling. Thus, even for a centralized algorithm, it may not
be feasible in practical systems to solve (P ) at each slot.

III. REFIM: REFERENCE USER BASED INTERFERENCE
MANAGEMENT

A. Joint Power Allocation and User Scheduling

User scheduling for fixed power allocation

We now present our proposed approach to solve the problem
(P ). Note first that for any given feasible power allocation,
the original problem can be decomposed into intra-cell user
scheduling problems.

Lemma 3.1: For any fixed feasible power allocation p, the
original problem (P ) can be reduced to N × S independent
subproblems for each BS n and subchannel s as follows:

max
Is

∑
k∈Kn

wk · Ik,n
s · rk,n

s (ps) (12)

subject to
∑

k∈Kn

Ik,n
s ≤ 1. (13)

Proof: For the given power allocation p, we can rewrite
h(p, I) as follows:

h(p, I) =
∑
n∈N

∑
k∈Kn

wk

∑
s∈S

Ik,n
s · rk,n

s (ps)

=
∑
n∈N

∑
s∈S

[ ∑
k∈Kn

wk · Ik,n
s · rk,n

s (ps)
]
.

As wk and rk,n
s (ps) are given parameters, we only have to

investigate dependencies among Ik,n
s . Since the constraint

(9) for the given BS n and subchannel s does not affect
the other BSs and subchannels at all, the original problem
can be decomposed and is equivalent to individually solving
the N × S subproblems in (12) and (13) for each BS and
subchannel.

Accordingly, an optimal user scheduling algorithm under
the given power p is easily obtained by

Ik,n
s =

{
1, if k = k(n, s) = arg max

k∈Kn

wk · rk,n
s (ps),

0, otherwise.
(14)

Power allocation for fixed user scheduling

For any given user scheduling I, the original problem
reduces to the following power allocation problem:

max
p

∑
n∈N

∑
s∈S

wk(n,s)log2

(
1+

g
k(n,s),n
s pn

s∑
m �=n g

k(n,s),m
s pm

s +σ
k(n,s)
s

)

subject to
∑
s∈S

pn
s ≤ Pn,max, ∀n ∈ N ,

pn
s ≤ Pn,mask

s , ∀n ∈ N , s ∈ S.

Solving the above problem requires the knowledge of all in-
terference channel gains across cells and noise power, forcing
it to operate in a centralized fashion.

To overcome this complexity and develop a distributed
scheme with small message passing, we introduce the con-
cept of reference user. Let N (n) be the set of neighboring
BSs2 of BS n, and further denote by A(n, s) the set of all
scheduled users on subchannel s in N (n), i.e., A(n, s) =
{k(m, s) | m ∈ N (n)}. The reference user for BS n on sub-
channel s is defined as the user among A(n, s) which has
the strongest channel gain between the user and BS n on
subchannel s. We separately denote the index of BS to which
the reference user belongs and the reference user by refns
and k(refns , s), respectively. We will elaborate on the way
of choosing the reference users shortly at the end of this
subsection.

Once the reference user is fixed, each BS tries to find its
own power allocation taking into account just one reference
user per subchannel instead of solving the above problem
considering all (N number of) cochannel users in the net-
work. This approximation comes from the intuition that just
considering the worst-case user may be a good approximation
of the case when all the users are included. The problem (Pn)

2If there is any chance that users in BS n will handed over to certain
adjacent BSs, then we consider such a set of BSs as the neighboring BSs of BS
n, denoted by N(n). This set can be determined a priori by mobile network
operators at the time of deployment and/or maintained in online based on the
signal strengths between the BSs.
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to be solved by each BS n can be written as follows.

(Pn) : max
pn

∑
s∈S

wn
s log2

(
1+

gn
s pn

s∑
m �=n

gn,m
s pm

s + σn
s

)
(15)

+
∑
s∈S

w
refns
s log2

(
1+

g
refns
s p

refns
s∑

m �=refns
g
refns ,m
s pm

s + σ
refns
s

)

subject to
∑
s∈S

pn
s ≤ Pn,max, (16)

pn
s ≤ Pn,mask

s , ∀s ∈ S. (17)

Note that we replace the index of scheduled users k(m, s)
with the corresponding index of BSs m to keep our notations
simple.3

For any given user scheduling and reference user selec-
tion, the corresponding optimal power allocation must satisfy
Karush-Kuhn-Tucker (KKT) conditions [23]. In particular, let
λn denote the nonnegative Lagrange multiplier associated with
the total power budget constraint (17). Then, the optimal λn

and pn
s must satisfy the following equalities:

pn
s =

[
wn

s

λn ln 2 + tns
−
∑

m �=n gn,m
s pm

s + σn
s

gn
s

]P n,mask
s

0

,

where tns =
w
refns
s g

refns ,n
s γ

refns
s∑

l∈N g
refns ,l
s pl

s + σ
refns
s

,

(18)

λn
(∑

s

pn
s − Pn,max

)
= 0, (19)

where [·]ba .= min [max [·, a] , b] and γ
refns
s (·) is the received

SINR as defined earlier in (4). Note that the tns term can be
interpreted as a taxation (or penalty) term. If the reference
user is close to the BS n (i.e., high interference channel gain
g
refns ,n
s ), then the value of tns increases. Consequently, BS n
lowers its power level to reduce the harm to the reference user.
Since the modified problem (Pn) is still nonconvex [11],

[15], (18) and (19) are the first-order necessary conditions.
Therefore, there might exist a duality gap to the optimal
primal solution. However, encouraged by the state-of-the-art
asymptotic result [22] that the duality gap becomes zero when
the number of subchannels is large, we develop an effective
approximation algorithm for the problem (Pn) based on the
conditions (18)-(19). Note that a fixed point equation of pn

s

in (18) is a monotonic function of λn. Thus, it can be solved
via a fast bisection method. Starting from an initial power
allocation and λn, we calculate the power pn

s and taxation
term tns in (18) for all subchannels. If the sum of updated
power exceeds Pn,max, then λn is increased. Otherwise, λn

is decreased. With the updated power, we repeat this until the
equation (19) holds. If no positive value of λn matches the
equality, then λn is set to be zero. In the latter case (interfering
too much), the BS n does not use all of its available power.

3We use the index of BSs instead of the index of scheduled users as
follows: wn

s ← wk(n,s), gn
s ← g

k(n,s),n
s , gn,m

s ← g
k(n,s),m
s , γn

s ←
γ

k(n,s),n
s , σn

s ← σ
k(n,s)
s , w

refns
s ← wk(refns ,s) , g

refns
s ← g

k(refns ,s),refns
s ,

g
refns ,m
s ← g

k(refns ,s),m
s , γ

refns
s ← γ

k(refns ,s),refns
s and σ

refns
s ← σ

k(refns ,s)
s .

TABLE I
GENERAL ALGORITHM DESCRIPTION

1: Power initialization
2: repeat (user scheduling loop):
3: User scheduling
4: Neighboring environment abstraction
5: repeat (power allocation loop):
6: Update the effect to the neighboring environment
7: Power allocation
8: until p converges or max # of iterations is reached
9: until I converges or max # of iterations is reached

Remark 3.2: If the taxation term tns is ignored, our power
allocation algorithm is reduced to the water-filling (WF) algo-
rithm [24], where each BS acts selfishly in order to maximize
its own performance. By adding this term tns > 0, each BS
operates in a social way by considering the reference user and
lowers the water-filling level, which could lead to a globally
better solution.

General algorithm description: joint user scheduling and
power allocation

TABLE I describes a conceptual pseudo-code of the general
algorithm for our problem. At each slot, each BS starts from
a proper power allocation. For the given power, each BS
first executes the user scheduling and then abstracts what is
happening in the neighboring environment. For example, the
concept of reference user can be used as one of the abstraction
methods. For this given user scheduling and neighboring envi-
ronment abstraction, the BS iteratively updates its power and
effects to the neighboring environment until p converges or
the maximum number of iterations is reached. Then each BS
repeats the user scheduling and the neighboring environment
abstraction for the updated power and goes into the power
allocation loop again. This procedure is repeated until the user
scheduling I converges or the maximum number of iterations
is reached.
The general algorithm not only has a prohibitively high

computational complexity due to inner and outer loops, but
also requires multiple information exchanges per slot between
BSs to reflect the updated interference level followed by the
updated power. However, the multiple feedbacks in a single
slot are practically impossible because each user can send
its own measurement information to the BS once per slot.
To overcome this complexity, we will propose a simplified
algorithm in subsection III-E, which executes user scheduling
and power allocation step-by-step without loops.

B. Online Reference User Selection Method

Based on the notion of reference user, each BS needs to
consider the only one user instead of all scheduled users in
the network on each subchannel.
From BS n’s point of view, although its transmit power

interferes with all the scheduled users on the corresponding
subchannel in other BSs, the effect will be critical especially
for the the user who has the strongest channel gain (or the
most influenced user from BS n). This dominant victim user
can be found in the neighboring (or adjacent) BSs N (n).
Therefore, we propose an online reference user selection
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Fig. 1. Online reference user selection method.

method, in which each BS n chooses the reference user on
each subchannel s as follows:

Reference User Selection Rule

k(refns , s) is the reference user on subchannel s,

where refns = arg max
m∈N (n)

gk(m,s),n
s . (20)

It is worthwhile mentioning that the reference user is indepen-
dently and locally selected by each BS on each subchannel and
thus no centralized coordination is necessary. Fig. 1 depicts
an example of our online reference user selection procedure.
The rule in (20) provides a guideline for choosing a ref-

erence user. There may be other methods such as (i) making
one virtual user by averaging channels of the scheduled users
from neighboring BSs, and (ii) selecting multiple reference
users (e.g., select the M worst users). As we will show later
in subsection V-A, such variations do not lead to the high
performance improvement, compared to the high increase in
complexity.

C. Feedback Reduction

To determine a reference user at each slot, each BS n
requires (F0) the channel gain g

k(m,s),n
s of the scheduled

users in neighboring cells m ∈ N (n). We call these users
the candidates of reference users. Once the reference user
is selected, to calculate a taxation term for power control,
additional information about the reference user is necessary.
The followings are the required information for the reference
user:

(F1) The weight of the reference user wk(refns ,s),
(F2) The received signal strength of the reference user

g
k(refns ,s),refns
s p

refns
s ,

(F3) The noise plus interference strength of the reference user∑
m �=refns g

k(refns ,s),m
s pm

s + σ
k(refns ,s)
s .

The information for the candidates needs to be collected
by neighboring BSs and be forwarded to BS n. However,
femto BSs use their Internet connection as backhauls, and
thus message exchange may not be reliable and fast enough.
Besides, there is no guarantee on the feedback latency. Even
for macro BSs with a dedicated backhaul network, the per-slot
message exchange may be a large overhead.We present a more

practical solution to reduce the backhaul feedback overhead
both temporally and spatially.

Temporal feedback reduction: Instead of the per-slot mes-
sage exchange for all the information, (i) each candidate user
first calculates the time-average of the information and send
them to its associated BS infrequently (say, every T 
 1
slots), (ii) and then the BS broadcasts the information about
all candidate users to its neighboring BSs through wired
backhauls. The only thing that the BSs exchange at each
slot is the indexes of the scheduled users. Each BS will
maintain a table that contains these averages of candidate
users. Once each BS receives the indexes of scheduled users
from neighboring BSs, then it uses the information in the table
corresponding to the indexes. Note that the slow feedback
mechanism can be applied to femto BSs.
Spatial feedback reduction: First, we reduce the amount of

infrequent feedback by making macro BSs send the informa-
tion only for edge users. This idea comes from the intuition
that the users in the center of cells are not likely to be selected
as the reference user because the center users do not receive
too much interference.
Second, we eliminate the per-slot feedback of indexes of

scheduled users for femto BSs. The indexes of scheduled users
(very small amount of information) can be easily exchanged
between neighboring macro BSs at each slot through dedicated
backhauls. However, this per-slot message exchange is not
possible for femto BSs because their backhauls do not provide
any guarantee on the feedback latency. To overcome this
difficulty, we propose an alternative solution for the femto
BSs that does not require per-slot message exchange at all.
In the proposed solution, the femto BSs obtain the indexes
of scheduled users by overhearing downlink control message
(e.g, DL-map in the IEEE 802.16e [25]) from neighboring
macro BS. This may need slight modification frame structure
for the femto BS in the current wireless standards.
The remaining challenge is on the reverse direction, i.e.,

sending the indexes of scheduled users in the femto BSs to the
neighboring macro BSs. We pay attention to one of the main
features of femto cells, that is, the small coverage. In other
words, the distances between users in a femto BS are relatively
much shorter than the distances from the neighboring macro
BSs. Thus, from neighboring macro BSs’ perspective, it seems
reasonable to assume that the users in the femto cell are
spatially located at the same point. Based on this spatial
simplification, the neighboring macro BSs simply can pick
any user in the femto cell and consider as the candidate user.

D. Initial Power Setting

Our algorithm requires an initial power value to compute
the power allocation (see line 1 in Table I). Since our problem
is a nonconvex problem, different starting points may lead
to different solutions with different speeds. The following
three strategies for the choice of initial power are carefully
investigated in this paper.

1) Uniform rule. The power allocation always starts from
the same point for every slot. Each BS uniformly splits
its maximum transmission power to all subchannels, i.e.,
pn,init

s (t) = Pn,max/S.
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TABLE II
COMPLEXITY COMPARISON OF VARIOUS ALGORITHMS

Algorithms Computational complexity Signaling complexity (inter-BSs)

User scheduling Power allocation Per-slot feedback Periodic feedback

EQ O(SK) Zero Zero Zero

WF O(SK) O(S) or O
“
log2

Pmax
ε

”
Zero Zero

MGR O(SK) 1
np
O(S) + nvO(SK) Zero |Nn|S

REFIM O(SK) O(S) or O
“
log2

Pmax
ε

”
macro: ρS & femto: Zero ρ|Kn|AS

MC-IIWF T1 · (O(SK) +O(SN)) Complete information is assumed.

2) Random rule. Each BS randomly chooses the ini-
tial power level for each subchannel between 0 and
Pn,max/S, and then each BS scales it up with an appro-
priate weight Pn,max/

∑
s pn,init

s (t) to use up the total
transmission power budget, i.e.,

∑
s pn,init

s (t) = Pn,max.
3) Previous rule. Each BS starts from the power used at the
previous slot, i.e., pn,init

s (t) = pn
s (t − 1).

We will demonstrate later in subsection V-A that although
we avoids multiple loops in a slot for power allocation and
user scheduling, the performance of the previous rule is
likely to remain unchanged while the other rules lose the
performance much. This is because in some sense the previous
rule exploiting temporal correlation has the effect of iterations
for power allocation in a slot-by-slot manner. This result
encourages us to design a simplified algorithm in subsection
III-E, which gets rid of multiple loops in a slot and executes
user scheduling and power allocation sequentially with the
previous rule.

E. REFIM: Reference Based Interference Management

We now propose our final algorithm, called REFIM (REFer-
ence based Interference Management), in Table III that merges
all the components developed in the above. REFIM adopts the
previous rule for initial power setting (see line 1), and uses
the notion of reference user for the neighboring environment
abstraction and limits the number of reference users to one (see
line 3). While the general algorithm has user scheduling and
power allocation loops (see lines 2 and 5 in Table I), REFIM
executes user scheduling (see line 2) and power allocation (see
line 5) sequentially without loops. This step-by-step approach
can not only be done very fast in a slot, but it requires the
feedback from each user just once per slot. Through extensive
simulations, such a simple algorithm will be shown to be
efficient.

IV. COMPLEXITY ANALYSIS

In this section, we analyze the computational complexity
and inter-BSs signaling complexity of REFIM compared to
conventional equal power allocation (EQ) and selfish water-
filling (WF), as well as MGR (Multi-sector GRadient) [12]
and MC-IIWF (MultiCell Improved Iterative Water Filling)
[11]. Table II summarizes the results of complexity analysis.
Computational complexity consists of two parts: the com-

plexity from user scheduling and power allocation. User
scheduling has a linear complexity O(SK) with the number

TABLE III
REFIM: REFERENCE BASED INTERFERENCE MANAGEMENT

1: Power initialization pn(t)← pn(t − 1)
2: User scheduling according to (14):

k(n, s) = arg max
k∈Kn

wk · rk,n
s (pn

s ).

3: Reference user selection according to (20).
4: Taxation update according to (18):
5: Power allocation via bisection:

[a, b]← [0, λn
max].

while |Ps pn
s − P n,max| < δ,

Set λn = (a + b)/2 and update pn according to (18).
if

P
s pn

s > P n,max, then [a, b]← [λn, b],
else

P
s pn

s < P n,max, then [a, b]← [a, λn].
end while

of users for each subchannel for all algorithms except MC-
IIWF. For power allocation, EQ has zero complexity. WF
can be obtained by either an exact algorithm O(S) or an
iterative algorithm (i.e., a bisection method that converges to a
solution with a certain error tolerance ε) O (log2

Pmax

ε

)
[24].

The only difference between WF and REFIM is the taxation
term considering the reference user. Thus, the complexity of
power allocation for REFIM is basically the same as that for
WF. MGR in [12], one of the state-of-the-art dynamic IM
algorithms, adjusts the power allocation for every np > 1 slots
(relatively slowly) and condenses the complexity for updating
power to 1/np. However, MGR has additional complexity
from a virtual scheduling that needs to be run nv times per slot.
Accordingly, the total computational complexity for power
allocation is high, 1

np
O(S) + nvO(SK). Another recently

developed MC-IIWF in [11] is the centralized algorithm that
has iteration loops for power allocation and user scheduling.
Let T1 be the number of iterations needed for iteration
loops. Then, the total computational complexity is equal to
T1 · (O(SK) + O(SN)).
Now let us investigate the inter-BSs signaling complexity.

EQ and WF do not require any inter-BS message passing
overhead because they are autonomous algorithms without
considering neighboring BSs, but at the cost of performance
reduction, as will be shown in Section V. MGR adjusts the
power allocation slowly so that it requires not per-slot but peri-
odic feedback, |Nn|S (sensitivity information for neighboring
BSs and all subchannels). MC-IIWF, a centralized algorithm,
assumes a central control unit to have complete information.
REFIM requires the periodic feedback about the candidate
users for the reference users, ρ|Kn|AS, where ρ is the average
percentage of edge users and A = 4 is the number of required
information (F0)∼(F3) about the reference user. Note that
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while macro BSs require the per-slot feedback for the indexes
of scheduled users at each subchannel, femto BSs do not.
In summary, the computational complexity of REFIM is the

same as that of WF and is much lower than that of state-of-
the-art dynamic IM algorithms such as MGR and MC-IIWF.
For signaling complexity, although the feedback per slot-wise
manner is challenging, the information needs to be exchanged
only between neighboring macro BSs at each slot are just the
indexes of scheduled users. We believe that such small amount
of information can be easily exchanged through high-speed
dedicated backbones.

V. PERFORMANCE EVALUATION

We verify the system performance through extensive simu-
lations under various topologies and scenarios. First, in order
to verify the effectiveness of REFIM by varying several
tunable parameters and comparing it with other algorithms, a
two-tier macro-cell networks composed of 19 hexagonal cells
is considered in subsection V-A. Second, in order to provide
more realistic simulation results, a real 3G BS deployment
topology consisting of heterogeneous environments (urban,
suburban and rural areas) is considered in subsection V-C.
Third, a heterogeneous network topology with small cells
inside macro cells is also considered in subsection V-D.
In our simulations, macro and small cells are loaded with 20

and 4 users, respectively and they are uniformly distributed in
each cell. All users are assumed to have a logarithmic utility
function, i.e., U(Rk) = log Rk, but the other utility functions
enforcing more fairness are also considered in our technical
report [26]. We consider a system having 16 subchannels each
of which consists of multiple subcarriers. The maximum trans-
mit powers of macro and small BSs are 43dBm and 15dBm
[27], respectively. In modeling the propagation environment,
an ITU PED-B path loss model 16.62 + 37.6 log10(d[m]) for
macro cells and an indoor path loss model 37+32 log10(d[m])
for small cells with 10dB penetration loss due to walls are
adopted. Jakes’ Rayleigh model (with the speed of 3km/h),
where the channel coefficients vary continuously over slots,
is adopted for fast fading. The channel bandwidth and the
time-slot length are set to be 10MHz and 1ms, respectively.
REFIM is compared to conventional EQ and WF, as well

as MGR [12] and MC-IIWF [11] developed recently. As per-
formance metrics, the geometric average of user throughputs
(GAT) and the average of edge user throughputs (AET) are
used. We use GAT since maximizing this metric is equivalent
to our system objective (sum of log throughputs). We consider
AET as the average of the bottom 5% of user throughputs
(i.e., 5th percentile throughput), which can be regarded as a
representative performance metric of cell-edge users.

A. Effectiveness of Proposed Algorithm

Fig. 2(a) shows the GAT performance of REFIM for the
number of reference users per subchannel and that of EQ
as a baseline. As mentioned in Remark 3.2, REFIM without
a reference user is reduced as WF. REFIM taking reference
users into consideration can obtain higher performance gain.
It is noteworthy that considering only the one reference user
per subchannel is efficient enough because it can obtain more
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Fig. 2. Effect of several tunable parameters.

than 97% of the performance considering all the six neighbors.
Fig. 2(b) shows the effect of iteration loops and initial power:
(i) adding user scheduling loop and/or power allocation loop
gives additional performance gain from any initial power
setting and (ii) using power at the previous slot as an initial
power outperforms other two strategies. However, for the case
in which power at the previous slot is used as an initial power,
the performance gain from adding power allocation loop is
marginal. Fig. 2(b) is an encouraging result that leads us to
design the algorithm without loops and use the previous power
as an initial power.
We conjecture that this is because in some sense using the

previous power rule has the effect of iterations not in a slot
but over a series of multiple slots. To verify this statement,
we provide additional simulations in a linear two-cell network
where the distance between BSs is 2km. Each cell has two
groups of users: center and edge users, whose distances
from the associated BS are within 200-400m and 700-900m,
respectively. We adopt the simple network configuration to
gain insight easily as well as for easy of presentation, but all
discussions can be extended to the general cases.
Fig. 3(a) shows the time-series of transmit powers on dif-

ferent subchannels. Although the powers do not seem to quite
converge, they remain the certain levels for several dozens of
slots. In Fig. 3(b), we plot the average transmit power levels on
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Fig. 3. Transmit power levels for different subchannels in a linear two-cell
network.

different subchannels during the period between 75 and 125
slots. As can be clearly seen, each BS exclusively utilizes five
subchannels of high powers and shares six subchannels of low
powers with the other. We further investigate the relationship
between the user groups and their subchannels on which they
are scheduled. Interestingly, for the most of time (more than
98% of slots), the center and edge users are served by the set of
subchannels with low and high powers, respectively. In other
words, it is highly likely that on each subchannel a user will be
selected by the scheduler who has similar channel conditions
to the user selected at the previous slot. Thus, given similar
user scheduling over consecutive slots, the power allocation
with the previous power can be interpreted as if it has iterations
over a series of multiple slots. This explains why REFIM that
executes user scheduling and power allocation step-by-step in
a slot can achieve a good solution without much performance
degradation.

In Fig. 4, we also test the effect of outdated feedback
information about reference users. We consider two types
of users with different speeds: nomadic users (or stationary
users that have fixed path loss and shadowing factor, but have
time-varying fast-fading) and mobile users (moving fast with
speed of 60km/h). For nomadic users, the GAT performance
degradation is relatively small, even though we choose a
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long feedback period such as 200 slots. For mobile users,
the GAT performance naturally decreases due to the error
of feedback information as the feedback period increases. In
practical systems, different types of users with different speeds
are expected to coexist. In such an environment, to reduce
the amount of feedbacks while maintaining the performance
degradation marginal, it is essential to adaptively control the
period of feedback for the different speed users, e.g., T = 200
slots for nomadic users (∼3km/h) and T = 10 slots for mobile
users (∼60km/h)4.

B. Performance Comparison with Other Algorithms

Now we compare the performance of REFIM with other
four algorithms: conventional EQ, selfish WF, MGR [12]
which adjusts power allocation infrequently, compared to per-
slot basis user scheduling, and MC-IIWF [11] which is a
centralized algorithm achieving the near-optimal performance.
Fig. 5 shows the CDF (cumulative distribution function) of
the throughput of entire users in the network for different
algorithms. Compared to EQ, WF and MGR, REFIM can im-
prove the throughputs for all users in the network. Particularly,
we can observe higher improvement (43% improvement in

4We use the simplified version of random waypoint model [28], where
each user starts from an initial point, randomly chooses its destination, and
moves toward it at a given speed. After reaching the destination, it repeats
this process unite the end of simulation time.
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AET compared to EQ) for users achieving low throughputs,
i.e., users at cell edges. This is due to the fact that IM
is mainly targeted for performance improvement of cell-
edge users. In addition, REFIM can achieve about 95% of
the performance of near-optimal MC-IIWF in terms of two
representative throughput metrics (GAT and AET) as well
as the arithmetic average of user throughputs (AAT). It is
somewhat surprising that such a simple distributed algorithm
can obtain a similar performance to the centralized algorithm
that is hard to implement due to prohibitive complexity.

C. Topology with Real BS Deployment: Urban, Suburban and
Rural Environments

Fig. 6 depicts the map of BS layout that we use for more
realistic simulations. It is a part of real 3G network operated
by one of the major mobile network operators in Korea. There
are a total of 30 BSs within 20×10 km2 rectangular area. We
assume that the number of BSs per unit area is proportional to
the user density. In other words, the average number of users
per cell is almost similar because BSs in an urban environment
cover a small area and BSs in a rural environment a large
area. Under this assumption, we generate users one-by-one in
the rectangular area and attach them to the closest BS until
each BS will have 20 users. We choose this partial map to
include a challenging scenario that three environments are
mixed together. We tested several other maps, and obtained
similar or even better performance of REFIM.
We examine three different zones: urban (15 BSs in 4.5 ×

4.5 km2), suburban (15 BSs in 12× 6 km2) and rural (8 BSs
in 9×9 km2) areas5. Fig. 7 shows GAT and AET performance
under urban, suburban and rural environments. As expected,
we can obtain high performance improvements in the urban
and suburban environments. However, almost low or no gain
is found in the rural environment, which means that the IM
does not take much effect in a sparse topology, which follows
our intuition. For example, in the urban area, the performance
gains of REFIM are 16% and 42% in terms of GAT and AET,
respectively.
Another nice feature of REFIM is incremental deployment.

Suppose that we implement our algorithm only on the BSs

5In order to see clearly how the density of BSs affects the performance
gain, the distance between BSs in suburban and rural zones are increased by
1.5 and 2 times, respectively.
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in a specific area. While the BSs inside this area performs
well as we want, the BSs in the boundary of the area does
not. This is because they may not receive information about
reference users from the some of its neighboring BSs on
which our algorithm is not implemented. Even in such a
case, our algorithm will automatically reduce to WF. Thus,
it performs like WF at least and better than EQ. Compared to
the full deployment case, the partial deployment case where
only 15 BSs (mainly selected from the urban areas among 30
BSs) are equipped with REFIM can achieve more than 85%
gain as shown in Fig. 8. The result encourages the mobile
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network operator to upgrade its BSs incrementally from the
urgent ones, e.g., densely located BSs experiencing heavy
interference, and thus low capacity.

D. Heterogeneous Networks (Macro + Small BSs)

Now we consider a heterogeneous network topology having
several small cells inside macro cells as shown in Fig. 9(a).
As a kind of small BSs, we consider the femto BSs that
are deployed and provide a high-speed indoor access mainly
to home users. We need to reflect femto-to-femto cell inter-
ference as well as macro-to-macro and macro-to-femto cell
interferences. To this end, we consider the mixture of three
femto BSs deployment cases: (i) only one femto BS case (no
femto-to-femto interference), (ii) two symmetric femto BSs
case (strong femto-to-femto interference): two femto cells are
adjacent with each other and each femto BS is located in
the center of the home, (iii) two asymmetric femto BSs case
(very strong femto-to-femto interference): two femto cells are
adjacent with each other and femto BS 1 in home 1 is located
at the border between homes. The last case can often happen
because users locate their own femto BSs wherever they want
without considering next door neighbors.
In Figs. 9(b) and 9(c), we compare the performance of

the spectrum sharing policy (i.e., universal frequency reuse)

between macro and femto cells with that of the spectrum
splitting policy where macro and femto cells orthogonally
use the resource. Note that the performance curves for the
spectrum sharing policy and the spectrum splitting policy are
represented by solid and dotted lines, respectively. The x-axis
represents the ratio of subchannels used by macro cells among
all 16 subchannels.

In the case of five femto cells per a macro cell in Fig. 9(b),
there exists small cross-tier (macro-to-femto) interference.
Thus, the spectrum sharing policy is always better than the
spectrum splitting policy. For example, even the performance
of EQ without any interference management in the spectrum
sharing policy is higher than or equal to the performance of
REFIM in the optimal spectrum splitting (at 8/16). If the
number of femto cells increases, then the portion of macro
users who will see more and closer femto cells increases.
Consequently, it is highly probable that their performances
are degraded by the severe cross-tier interference. As shown
in Fig. 9(c) with ten femto cells per a macro cell, the best
performance in the optimal spectrum splitting (at 6/16) can
catch up with the that of EQ and WF in the spectrum sharing
policy. However, if the proposed IM algorithm, e.g., REFIM,
is adopted in the spectrum sharing policy, then we can mitigate
the cross-tier interference, resulting in the better performance
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than any case in the spectrum splitting policy. Note that the
performance improvements of our REFIM in the spectrum
sharing policy compared to EQ in the spectrum sharing and
spectrum splitting policies are 38% and 106% in Fig. 9(b), and
they become larger as the number of femto cells increases, i.e.,
56% and 107% in Fig. 9(c).
The spectrum splitting policy is expected to be widely used

rather than the spectrum sharing policy in an early stage of
femto cell deployments because it makes the femto cells easily
coexist with macro cells without worrying about the macro-to
femto interference. However, the results in Fig. 9 enlighten us
on the potential gain of the spectrum sharing policy. Therefore,
we believe that, if the IM algorithms become more mature
in the near future, then the spectrum sharing policy will be
adopted in order to maximally exploit the spectral resources
due to the explosive traffic demands

VI. CONCLUSION

Heterogeneous access networks, consisting of cells with
different sizes and ranging from macro to femto cells, will
play a pivotal role in the next-generation broadband wireless
network. They can increase the network capacity significantly
to meet the explosive traffic demand of users with limited
capital/operating expenditures and spectrum constraints. One
of the biggest challenges in such environments is how to effec-
tively manage interferences between heterogeneous cells. To
tackle this challenge, this paper developed REFIM, which is
an efficient low-complex and fully distributed IM in downlink
heterogeneous multi-cell networks. Our key idea is to use
the notion of reference user, which can spatially simplify the
impact of all other neighboring cells by a single virtual user
and result in the power control algorithm with low compu-
tational and signaling overhead. In order for REFIM to be
implemented even on the femto BSs, we also further reduced
the feedback over backhauls both temporally and spatially.
Through extensive simulations and complexity analysis, we
demonstrated that REFIM not only performs well but also
is practically implementable. We also concluded that as long
as appropriate IM algorithms such as REFIM are adopted,
the spectrum sharing policy can outperform the best spectrum
splitting policy where the number of subchannels is optimally
divided between macro and femto cells.

ACKNOWLEDGMENTS

The authors would like to thank the anonymous reviewers
for their helpful comments that greatly improved the quality
of this paper. The authors also would like to thank Prof. Mung
Chiang, Prof. Jianwei Huang and Dr. Paschalis Tsiaflakis for
their helpful discussions.

REFERENCES

[1] “Cisco visual networking index: Global mobile data traffic
forecast update, 2009-2014,” Feb. 2010, [Online] Available:
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/
ns705/ns827/whitepaperc11-520862.html.

[2] “Data, data everywhere,” Feb. 2010, [Online] Available: http://www.
economist.com/specialreports/displayStory.cfm?storyid=15557443.

[3] V. Chandrasekhar, J. G. Andrews, and A. Gatherer, “Femtocell networks:
a survey,” IEEE Commun. Mag., vol. 46, no. 9, pp. 59–67, Sept. 2008.

[4] “3G home nodeb study item technical report,” 3rd Generation Partner-
ship Project (3GPP), TR25.820, v8.2.0, Aug. 2008.

[5] R. Giuliano, C. Monti, and P. Loreti, “WiMAX fractional frequency
reuse for rural environments,” IEEE Commun. Mag., vol. 15, pp. 60–
65, June 2008.

[6] K. Son, S. Chong, and G. de Veciana, “Dynamic association for load
balancing and interference avoidance in multi-cell networks,” IEEE
Trans. Wireless Commun., vol. 8, no. 7, pp. 3566–3576, July 2009.

[7] Soft frequency reuse scheme for UTRAN LTE, 3GPP Std. R1-050 507,
May 2005.

[8] S. Das, H. Viswanathan, and G. Rittenhouse, “Dynamic load balancing
through coordinated scheduling in packet data systems,” in Proc. IEEE
INFOCOM, San Francisco, CA, Mar. 2003, pp. 786–796.

[9] K. Son, Y. Yi, and S. Chong, “Adaptive multi-pattern reuse in multi-cell
networks,” in Proc. WiOpt, Seoul, Korea, June 2009, pp. 1–10.

[10] A. Gjendemsj, D. Gesbert, G. E. Øien, and S. G. Kiani, “Binary power
control for sum rate maximization over multiple interfering links,” IEEE
Trans. Wireless Commun., vol. 7, no. 8, pp. 3164–3173, Aug. 2008.

[11] L. Venturino, N. Prasad, and X. Wang, “Coordinated scheduling and
power allocation in downlink multicell OFDMA networks,” IEEE Trans.
Veh. Technol., vol. 58, no. 6, pp. 2835–2848, July 2009.

[12] A. L. Stolyar and H. Viswanathan, “Self-organizing dynamic fractional
frequency reuse for best-effort traffic through distributed inter-cell
coordination,” in Proc. IEEE INFOCOM, Rio de Janeiro, Brazil, Apr.
2009, pp. 1–9.

[13] Home NodeB Output Power, 3GPP TSG Working Group 4 meeting
TSG-RAN WG1 Contribution R4-070 969, June 2007. [Online].
Available: http://www.3gpp.org/ftp/tsg ran/WG4 Radio/TSGR4 43bis/
Docs/.

[14] V. Chandrasekhar and J. G. Andrews, “Uplink capacity and interfer-
ence avoidance for two-tier femtocell networks,” IEEE Trans. Wireless
Commun., vol. 8, no. 7, pp. 3498–3509, July 2009.

[15] M. Chiang, C. W. Tan, D. Palomar, D. O’Neill, and D. Julian, “Power
control by geometric programming,” IEEE Trans. Wireless Commun.,
vol. 6, no. 7, pp. 2640–2651, July 2007.

[16] R. Zakhour and D. Gesbert, “Distributed multicell MIMO precoding
using the layered virtual SINR framework,” to appear in IEEE Trans.
Wireless Commun., 2011.

[17] P. Tsiaflakis, M. Diehl, and M. Moonen, “Distributed spectrum man-
agement algorithms for multiuser dsl networks,” IEEE Trans. Signal
Process., vol. 56, no. 10, pp. 4825–4843, Oct. 2008.

[18] R. Cendrillon, J. Huang, M. Chiang, and M. Moonen, “Autonomous
spectrum balancing for digital subscriber lines,” IEEE Trans. Signal
Process., vol. 55, no. 8, pp. 4241–4257, Aug. 2007.

[19] A. J. Goldsmith and S.-G. Chua, “Variable-rate variable-power mqam
for fading channels,” IEEE Trans. Commun., vol. 45, no. 10, pp. 1218–
1230, Oct. 1997.

[20] A. L. Stolyar, “On the asymptotic optimality of the gradient scheduling
algorithm for multiuser throughput allocation,” Operations Research,
vol. 53, no. 1, pp. 12–25, Jan. 2005.

[21] Y. Liu and E. Knightly, “Opportunistic fair scheduling over multiple
wireless channels,” in Proc. IEEE INFOCOM, San Francisco, CA, Mar.
2003, pp. 1106–1115.

[22] R. Cendrillon, W. Yu, M. Moonen, J. Verlinden, and T. Bostoen,
“Optimal multiuser spectrum balancing for digital subscriber lines,”
IEEE Trans. Commun., vol. 54, no. 5, pp. 922–933, May 2006.

[23] S. Boyd and L. Vandenberghe, Convex Optimization, 1st ed. Cambirdge
University Press, 2004.

[24] D. P. Palomar and J. R. Fonollosa, “Practical algorithms for a family of
waterfilling solutions,” IEEE Signal Process. Lett., vol. 53, no. 2, pp.
686–695, Feb. 2005.

[25] Part 16: Air Interface for Fixed and Mobile Broadband Wireless Access
Systems, IEEE Std. 802.16e-2005, Feb. 2006.

[26] K. Son, S. Lee, Y. Yi, and S. Chong, “Practical dynamic interference
management in multi-carrier multi-cell wireless networks: A reference
user based approach,” Available at http://netsys.kaist.ac.kr/∼skio/DIM
technical report.pdf, Technical Report, Dec. 2009.

[27] “Aspects of WINNER+ spectrum preferences,” WINNER+ Deliverable
D3.2, May 2009.

[28] J. Broch, D. A. Maltz, D. B. Johnson, Y.-C. Hu, and J. Jetcheva, “A
performance comparison of multi-hop wireless ad hoc network routing
protocols,” in Proc. ACM Mobicom, Dallas, TX, Oct. 1998, pp. 85–97.



1272 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 29, NO. 6, JUNE 2011

Kyuho Son (S’03-M’10) received his B.S., M.S. and
Ph.D. degrees all in the Department of Electrical
Engineering from Korea Advanced Institute of Sci-
ence and Technology (KAIST), Daejeon, Korea, in
2002, 2004 and 2010, respectively. He is currently
a post-doctoral research associate in the Department
of Electrical Engineering at the University of South-
ern California, CA. His current research interests
include interference management in heterogeneous
cellular networks, green networking and network
economics. He has been serving as a Web Chair of

the 7th International Symposium on Modeling and Optimization in Mobile,
Ad Hoc, and Wireless Networks (WiOpt 2009) as well as IEEE SECON 2011
Workshop on Green and Sustainable Communication Networks (GASCoN).

Soohwan Lee (S’11) received his B.S. degree in
the School of Electrical Engineering and Com-
puter Science from Kyungpook National University,
South Korea, in 2009, and his M.S. degree in
the Department of Electrical Engineering from Ko-
rea Advanced Institute of Science and Technology
(KAIST), South Korea, in 2011. He is currently
a Ph.D student in the Department of Electrical
Engineering at KAIST. His current research interests
include interference management in heterogeneous
cellular networks, green wireless networking, and

security management in cellular networks.

Yung Yi (S’04-M’06) received his B.S. and the M.S.
in the School of Computer Science and Engineer-
ing from Seoul National University, South Korea
in 1997 and 1999, respectively, and his Ph.D. in
the Department of Electrical and Computer Engi-
neering at the University of Texas at Austin in
2006. From 2006 to 2008, he was a post-doctoral
research associate in the Department of Electrical
Engineering at Princeton University. Now, he is an
assistant professor at the Department of Electrical
Engineering at KAIST, South Korea. His current

research interests include the design and analysis of computer networking and
wireless communication systems, especially congestion control, scheduling,
and interference management, with applications in wireless ad hoc networks,
broadband access networks, economic aspects of communication networks,
and green networking systems. He has been serving as a TPC member at
various conferences such as ACM Mobihoc, Wicon, WiOpt, IEEE Infocom,
ICC, Globecom, ACM CFI, ITC, the local arrangement chair of WiOpt 2009
and CFI 2010, and the networking area track chair of TENCON 2010.

Song Chong (S’93-M’95) received the B.S. and
M.S. degrees in Control and Instrumentation En-
gineering from Seoul National University, Seoul,
Korea, in 1988 and 1990, respectively, and the Ph.D.
degree in Electrical and Computer Engineering from
the University of Texas at Austin in 1995. Since
March 2000, he has been with the Department of
Electrical Engineering, Korea Advanced Institute of
Science and Technology (KAIST), Daejeon, Korea,
where he is a Professor and the Head of the Commu-
nications and Computing Group of the department.

Prior to joining KAIST, he was with the Performance Analysis Department,
AT&T Bell Laboratories, New Jersey, as a Member of Technical Staff. His
current research interests include wireless networks, future Internet, and
human mobility characterization and its applications to mobile networking. He
has published more than 100 papers in international journals and conferences.
He is an Editor of Computer Communications journal and Journal of

Communications and Networks. He has served on the Technical Program
Committee of a number of leading international conferences including IEEE
INFOCOM and ACM CoNEXT. He serves on the Steering Committee of
WiOpt and was the General Chair of WiOpt ’09. He is currently the Chair
of Wireless Working Group of the Future Internet Forum of Korea and the
Vice President of the Information and Communication Society of Korea.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


