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Abstract

This is an overview of the ongoing FAST Copper project, which aims at at substantial improvements in rate,

reach, reliability, and quality in copper-last-mile broadband access through fiber/DSL deployment, engineering

innovations, and fundamental research. The project is funded by NSF, and is currently pursued jointly by Princeton

University, Stanford University, and Fraser Research Lab. In this article, we outline the motivations, challenges,

and research issues associated with the project, including connections with many branches of fundamental research,

collaboration with industry partners, and emphasis on architectural decisions in broadband access networks. We

also report some of the recent results by the Princeton team in each of the four dimensions: Frequency, Amplitude,

Space, and Time.
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I. INTRODUCTION TO FAST COPPER

FAST Copper is an on-going U.S. NSF funded project that started in 2004, and is currently pursued

jointly by the research groups of Mung Chiang at Princeton University, John Cioffi at Stanford University,

and Alexader Fraser at Fraser Research Lab, and in collaboration with several industrial partners including

AT&T. The goal of the FAST Copper Project is to substantially improve the rate, reach, reliability, and

quality in copper-last-mile broadband access to everyone with a phone line. This goal will be achieved

through two threads of research: first, dynamic and joint optimization of resources in Frequency, Ampli-

tude, Space, and Time (thus the name ‘FAST’) 1 and second, integration of communication, networking,

computation, modeling, and distributed information management for architectural design of broadband

access networks.

Access networks are often the rate-reach-reliability-quality bottleneck of end-to-end connections in wide

area networks. Although the fiber-to-the-home solutions promise to provide broadband delivery, the labor

1FAST Copper project is completely different from the TCP FAST project at Caltech, which is a project that improves the transport layer

protocol.
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costs associated with fiber installation need to be divided over the number of customers served by the

fiber. That last segment labor cost of fiber is the dominant limitation in broadband access.

In this project, we propose to leverage the installed copper plant, which is by far the most ubiquitous

access network in the U.S. The overall architecture is a hybrid fiber/DSL deployment. To achieve data

rates significantly higher than the current levels on low-twist unshielded telephone wires demands thinking

about transmission on copper wires in a new way. This project combines innovative optimization and signal

processing techniques with novel network architectures and protocols, as well as an integrated plane of

real-time control, computation, data collection, and auto-configuration, to enable an access infrastructure

that is both broadband and ubiquitous.

Traditionally, DSL broadband access networks have been analyzed by viewing each twisted pair as

a separate communication channel, independent of other twisted pairs in the same binder cable, with a

fixed pipe-size supporting circuit-switched voice traffic. Therefore, there are two shifts of mentality that

underlines the wide range of activities in FAST Copper. First, we model a bundled cable of twisted

pairs as one aggregate multi-user communication system, where multiple users compete against and

cooperate with each other in this system. We explicitly take into account the crosstalk effects (both

near-end and far-end) that currently form the data rate bottleneck, and exploit potential cooperation in

sharing limited resources. Second, today’s traffic over broadband access, including voice, data, and video,

are predominately supported by packet switched IP. We can exploit the burstiness of the application traffic

through aggressive statistical multiplexing, controlled by admission control, traffic shaping, scheduling,

and priority queuing mechanisms to ensure the desired tradeoff between the number of application flows

supported and the Quality of Service (QoS) attainable. Intuitive as these basic ideas are, there is a surprising

abundance of opportunities to improve over the existing DSL last mile through engineering implementation

of these ideas.

The key to realizing the vision of ubiquitous, readily deployable, and truly broadband access networks

is to dynamically optimize the resources in the dimensions of Frequency, Amplitude, Space, and Time, in

the Multiple-Input-Multiple-Output (MIMO) communication environment of DSL across multiple layers

in the protocol stack, which are summarized as follows:

• Frequency. In the physical layer, new techniques can be developed based on improving spectral

utilization, mitigating multi-user interference, and exploiting multi-user cooperation. Through dy-

namic adaptation and utilization of frequency spectrum, such as power control, bit loading, or

vectored transmission, Dynamic Spectrum Management (DSM) [1] allows maximum flexibility in

allocating rates among competing flows, achieves much higher total data rates, and extends the reach

of broadband access.
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• Time. FAST Copper also leverages the potential for time division multiplexing based on the appli-

cation layer burstiness of data traffic from and to the end hosts. In most communication-theoretic

investigations in copper-based last mile access, it is assumed that there is always an infinite backlog

of bits that need to be transmitted per user, thus taking out the latency considerations and the temporal

dimension. By jointly considering the application layers, burstiness of the required bandwidth provides

another degree of flexibility of statistical multiplexing along the temporal axis.

• Space. In building robust and efficient broadband access networks, two issues are particularly impor-

tant: how a hybrid fiber/twisted pair architecture can be designed to utilize the best of fiber-based

and copper-based communication potentials, and how a logical topology can be designed to offer

fast-recovery after natural failures or malicious attacks.

• Amplitude. We propose to install active ‘amplitude control’ mechanisms to shape the flow intensities

at the edge to provide different QoS classes through admission control and dynamic bandwidth

allocation. At the same time, a network management system constantly probes, measures and monitors

the cable and its environments, receives data rate requests from user terminals, and periodically shapes

the rate each user is allowed to transmit and receive per time frame.

The progress in the project comes from solving important problems in the fundamental research disci-

plines of information theory (multi-carrier interference channel), signal processing (multi-user transceiver

design), optimization theory (non-convex and coupled problems), graph theory (survivable tree topology

design), stochastic theory (processor sharing and queuing networks), distributed control (feedback control

at different time-scales), and network protocol design (resource allocation and functionality allocation).

After surveying the brief summary of some of the latest developments and future issues of individual

four dimensions, F, A, S, and T, we discuss the challenges of architectural design for broadband access

networks by focusing on cooperation and coupling of four dimensions. We expect continuous progress to

be made by all institutions in the project in the coming years.

II. FREQUENCY: SPECTRUM MANAGEMENT

The main performance bottleneck of modern DSL networks is the crosstalk among different users

(i.e., lines or modems) in the same binder (see Fig. 1). By deploying efficient DSM (Dynamic Spectrum

Management) techniques and reducing excess crosstalk among users, a network operator can significantly

increase the date rates and service reach of broadband access. This substantial increase at the physical

layer affects the user-level performance and QoS at the upper layer, ultimately leading to a non-negligible

change of economic values such as revenue increase and cost decrease from the perspective of service

providers and subscribers, respectively.
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Fig. 1. The typical mixed CO/RT deployment (near-far scenario) for downstream transmission in an ADSL network. The CO (Central

Office) is connected to the IP and PSTN Network via fiber; the RT (Remote Terminal) is connected to the CO via fiber. The CO and RT

terminate at end customer homes through copper twisted-pair lines (telephone lines), where data rate is limited by crosstalk.

In a DSL system with multiple users and tones (i.e., frequency carriers), the objective of a DSM

algorithm is to maximize the weighted sum rate for each user by suitably allocating the power spectrum

densities (PSD), subject to the constraint that the total PSD per user is limited by a fixed amount.

Conceptually, this problem is formulated by:

max
∑

users,n

wnRn, subject to total power constraint, (1)

where wn and Rn is the fixed weight and the rate for user n, respectively. Note that Rn is a non-convex

function of PSDs of other users and tones, crosstalk interference, and channel gains. Thus, the non-convex

optimization due to the coupling across lines and tones renders the DSM problem very challenging, and

requires the global knowledge of the parameters, allowing only centralized algorithms.

The representative DSM algorithms in the literature to date (see [2], [3] for all references) include

Iterative Water-filling (IW), Optimal Spectrum Balancing (OSB), Iterative Spectrum Balancing (ISB), and

Autonomous Spectrum Balancing (ASB). The IW algorithm is a completely autonomous algorithm with a

linear complexity in the number of users, In IW, each line selfishly maximizes its own data rate by water-

filling over the noise and interference from other lines, but leading to a highly-suboptimal performance

in the widely-encountered near-far scenarios. The OSB algorithm achieves the optimal performance by

explicitly taking into account the damage done to the other lines when optimizing each line’s spectra,

but is a centralized algorithm with exponential complexity. Another centralized algorithm, ISB, improves

over OSB by iterative optimization over the users, which, however, still requires quadratic complexity.

Recently, we have proposed the ASB algorithm, which is the first distributed, linear complexity algorithm

that achieves near optimal performance. The key idea of ASB is introduction of a “reference line”, a virtual

line that represents a “typical” victim within the DSL system (e.g., the longest line). Then, instead of

solving the original non-convex problem, each user tries to maximize a weighted sum rate and the reference
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line’s rate, resulting in ease of computation. Intuitively, the reference line serves a static pricing term in

each user’s optimization problem to avoid purely selfish behavior, and eliminates the need of explicit

message passing amongst users. The mathematics and functionality of ASB algorithm also play a key

role in providing the physical layer rates to the upper-layer components, e.g., statistical multiplexing and

admission control described in Section III.

III. AMPLITUDE: ADMISSION CONTROL AND STATISTICAL MULTIPLEXING

Statistical multiplexing has been widely studied in wire-line networks (e.g., [4] and the references

therein), where the underlying link capacities are assumed to be fixed. In DSL network, however, the

link capacities are closely coupled among users due to crosstalk interferences, and can be dynamically

“shuffled” across users based on upper-layer traffic demands. Here, we aim at joint optimization of various

system resources (e.g., rate and buffer) to squeeze as much traffic as possible into the network, subject

to various flow QoS requirements. A typical QoS requirement is that the packet loss probability due to

buffer overflow is upper-bounded by a fixed value less than 1. This probability is determined by the traffic

characteristics (i.e., mean, peak, and variance) and the allocated resource to the traffic (i.e., bandwidth

and buffer), where bandwidth allocation is provided by a DSL algorithm in Section II. In what follows,

we describe an example of problem formulation and provide its solution. We refer the readers to [5] for

details.

When the upper bound is very stringent and the available buffer space is large, the bandwidth require-

ments of users’ data traffic can be estimated accurately using the well-established concept of effective

bandwidth [6]. In the effective bandwidth theory, the required bandwidth (of user n) for the QoS guarantee

εn and the buffer size Bn can be represented by a function νn(εn, Bn) whose value is typically between

the average and the peak rate. Note that each user n has its own separate function νn, since the statistics of

input traffic could be different for each user n. This enables us to model a stochastic traffic with a constant

traffic and perform admission control based on statistical multiplexing. The coupling of link capacities

among users due to crosstalk interference enables us to recalculate the allocated rates to maximize the

use of potential cooperation among users, such that the QoS for a new incoming flow together with those

of existing flows are satisfied, if possible.

Then, our essential goal can be seen as a maximization of the admission region of the network, i.e.,

maximization of the number of flows of each user (g = {gn}) with their QoSs satisfied. We also need to

allocate a separate queue for each user n with different buffer size Bn with
∑

n Bn = B, where B is the

total system buffer size. Denote the rate of DSL link n (user n) as cn, then the total effective bandwidth

of user n ’s traffic should satisfy gnνn (εn, Bn) ≤ cn. The vector c = {cn} needs to be chosen from the

feasible rate region, C, which is determined by the crosstalk channel gains at the particular scheduling
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time instant and the solutions of a DSM algorithm in the frequency dimension. Mathematically, we have

the following problem formulation:

maximize
∑

n

gn (2)

subject to gnνn (εn, Bn) ≤ cn,∀n
∑

n

Bn = B, c ∈ C,

variables g, c, B ≥ 0

where vector B = {Bn}. Note that finding the global optimal solution of Problem (2) efficiently can

be difficult since Problem (2) is typically non-convex, since C is a non-convex set, as discussed in

Section II. However, a feasible solution can nevertheless be computed with a two-stage iterative Alternate

Maximization (AM) algorithm [5], using our low-complexity, distributed ASB algorithm in the frequency

dimension.

The first stage of the AM algorithm optimizes over the rate allocation assuming fixed buffer allocation,

which can be simplified and solved using the ASB algorithm in Section II in a distributed fashion. The

second stage optimizes the buffer allocation assuming fixed rate allocation, which turns out to be a quasi-

concave maximization problem and can be solved using the bisection search. The algorithm alternates

between these two stages until no further improvement can be found. Since each stage of the AM algorithm

improves the system objective, which is upper-bounded, the AM algorithm always converges.
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(a) Two line simulation topology (b) Comparison among different spectrum management algorithms

Fig. 2. Statistical multiplexing effect for different spectrum management algorithms

Fig. 2(a) shows the DSL copper two-line topology of our simulation. Fig. 2(b) shows the total number of

flows that get admitted for different packet loss probabilities using three autonomous spectrum allocation
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algorithms. We compare the performance of the ASB algorithm with the Iterative Waterfilling (IW) and

flat spectrum allocation. As shown in Fig. 2(b), the ASB algorithm outperforms the other two algorithms.

Note that we perform joint optimization of rates and buffers at the flow-level time-scale, i.e., when

a new flow comes into the system. However, it might be possible to enlarge the admission region by

scheduling the rate inside the feasible rate region more intelligently and more dynamically by running

DSM algorithm at a faster time-scale. We discuss this issue in Section VI.

IV. SPACE: ACCESS TOPOLOGY DESIGN

In this section, we discuss the space dimensional issue, focusing on the cost-efficient design of resilient

access network, i.e., offering fast recovery for access networks after natural failures or malicious attacks,

which is one of the main goals of the FAST Copper project. The access parts of the network infrastructure

aggregate increasing volumes of voice, data, and video traffic from end users, but are usually the least

protected, in contrast to ring-based metro networks and partial mesh backbone networks. This lack of

protection, primarily due to the economic reason of high price per customer when provisioning survivable

networks, makes the access network the bottleneck of end-to-end survivability. It is necessary to design

survivable tree topologies, through the appropriate addition of a limited number of redundant links to the

tree, that can provide the best survivability-cost tradeoff.

The structure of the access network is a “fat” tree rooted at CO (Central Office). In other words, for

an intermediate terminal node within an access network, the capacity/traffic of its upstream link is the

aggregation of the capacity/traffic of all its downstream links. Therefore, to recover from its upstream

link failure, the terminal has to relay the traffic from another terminal of the same or higher level. Such

feature of the access network makes the problem of designing reliable access network different from that

of designing reliable backbone network.

Different optimization problems can be derived from the variations in the existence of fat tree, single

level or multi-level tree, objective function (minimizing total cost to construct survivable access network

or maximizing total revenue with limited budget) and the cost function of edge capacity (concave or

uncapacitated fixed cost). Some of these models have been studied while many remain under-explored.

Table I summarizes the main results from recent works on the computational complexity (polynomial

(P) or NP Complete (NPC)) of various problems related to survivable access network design.

Particularly, we outline the following two new problems: (i) budget-constrained revenue maximization

and (ii) provisioning survivability for existing single-level tree.

• Budget-Constrained Revenue Maximization. In this problem, uncapacitated fixed cost model is adopted

and there is no existing tree. With a limited budget in network construction, we need to search for a

subgraph to maximize the total revenue from providing survivability for partial remote terminals.
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TABLE I

Computational Complexity of Survivable Access Network Design

Maximize Revenue
Objective Minimize Total Cost with Limited Budget

Link Cost Model Fixed Concave

Single-Level P [7]
Fat-Tree Exists Multi-Level NPC [7] NPC [8] NPC [7]

No Existing Fat-Tree NPC [9]
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Fig. 3. Access network design for a grid network

In the sample Manhattan-like grid network shown in Figs. 3(a)∼3(c), the empty circles are remote

terminals and the solid circle at the center is central office. Each edge has 1 unit cost and the revenue

by providing survivability (2-connectivity) to each remote terminal is 1 unit (different from unit edge

cost). Fig. 3(a) shows the minimum cost (26 units) access network design without any survivability, and

Fig. 3(b) shows the minimum cost (38 units) access network design with full survivability as well as

the corresponding 8-unit revenue. In contrast, Fig. 3(c) shows the maximum revenue is 6 units when the

budget is constrained by 33 units.

• Provisioning Survivability for Existing Single-Level Tree. In this problem, we search for the minimum

cost incremental topology design to provide full survivability to all the remote terminals within an

existing single-level access tree, which connects the central office and each remote terminal directly.

Here, uncapacitated fixed cost model is used. To provide full survivability, we need to construct an

augmented network where each terminal is connected to either one other terminal or the root. Such

problem is abstracted as Terminal Backup problem, where we are given a graph with terminals (required

vertices), Steiner (optional) vertices, and weighted edges. The goal is to find the cheapest subgraph so

that every terminal is connected to at least one other terminal (for backup purpose). A sample minimum

cost augmented graph is shown as bold lines in Fig. 3(d) where the existing access tree is shown with

dotted lines.

Terminal Backup problem is shown to be equivalent to Simplex Cover problem [7], which involves
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Fig. 4. Multiuser scheduling with two users in a MIMO channel with near-end crosstalk. Each user can send different number of traffic

flows with different QoS requirements in the upstream and/or downstream of the binder cable.

finding an edge cover of some hypergraphs with certain nice properties. In terms of computational

complexity, Simplex Cover is between regular Edge Cover (P) and Exact Cover by 3-SETS (NPC).

In fact, we have proposed polynomial-time algorithms for both Terminal Backup and Simplex Cover [7],

and demonstrated that the proposed approaches can solve the Simplex Cover problem efficiently even for

large scale networks.

V. TIME: SCHEDULING FOR USERS AND FLOWS

In the time dimension, we have the following two main issues: First, which rate point in the Pareto

boundary of the feasible rate region, provided by the physical layer DSM algorithm, we choose and

allocate to users, and divide (time-share) the allocated rate to individual flows inside each user, such

that their QoSs are met. Second, how often we need to schedule the new rate for users and flows. In

regard to the first issue, the scheduled points should clearly depend on the QoSs of flows in the system.

The second issue corresponds to the time-scale of scheduling in the time dimension and DSM algorithm

in the frequency dimension, which we discuss in Section VI. Fig. 4 shows the general framework of

time-dimensional scheduling.

The whole flow-level QoSs inside each user comprise a user-level QoS, each of which is aggregated into

an entire set of user-level QoSs. This user-level QoS set should be reflected in the rate allocation of multi

user-level scheduling supported by a DSM algorithm, and the individual flow-level QoSs should be satisfied

by a flow-level intra-user scheduling, given the rate by the multi-user scheduling. QoS can be specified

in either deterministic or stochastic manner. An example of stochastic QoS is, as discussed in Section III,

the upper-bounded packet loss probability or the delay violation probability. Examples of deterministic

QoS parameters include real-time packet delay bounds and fairness requirements among flows. However,

a deterministic approach may easily lead to over-conservative resource provisioning and does not exploit

fully the economy of scale. Furthermore, the recent developments in multimedia processing technology
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on error resilience makes stochastic QoS requirements a more appropriate choice in the system design.

Recent trends in DSL networks have seen that voice, video, and data services are converging to one

platform, which is predominantly supported by the packet-switched IP (e.g., voice/Internet/video Triple-

Play product in the market). Thus, an important issue lies in the support of heterogeneous traffic flows

having different QoSs. This means that intelligent scheduling algorithms are necessary to maximize the

efficiency of system resource usage as well as satisfy various QoSs of different types of flows. We note

that the percentage of real-time traffic in the DSL access network seems to be much higher than that in the

normal commodity Internet. Generally, real-time flows require a certain set of QoS such as (stochastic or

deterministic) packet delay and loss ratio. Thus, the injected volume of these flows to the system should

be controlled by an appropriate admission control and flow intensity regulation (through policing or traffic

shaping) at the amplitude dimension in Section III. On the other hand, non-realtime elastic data does not

usually require a stringent QoS parameter, and operates on a best-effort basis. In this case, one possible

“system-level” (not an individual flow-level) QoS might be fairness with the existing data flows inside the

user and even with the flows of other users. However, depending on the products released by the service

provider, there could be a “minimum throughput” guarantee service even for elastic data service, in which

case admission control is again necessary.

One possible candidate of implementing differentiated service at user level is to select a priority function,

such that widely different QoS requirements in terms of packet loss and instantaneous delay can be satisfied

on a flow basis at each user. As an illustration, when a packet of a real-time flow for a particular user

is close to its deadline expiration, the packet receives an increasingly higher priority than other packets

belonging to other flows that are in transmission. Also, some real-time flows such as voice traffic may

require low jitter to ensure good quality, thus a time-varying priority queueing discipline is necessary

to ensure that different real-time and non-real-time flows with heterogeneous QoS requirements can be

multiplexed at the MAC link layer. Designing appropriate priority functions for the priority queueing

control mechanism based on traffic flow type and characteristics are currently under investigation.

VI. ARCHITECTURAL ISSUES IN BROADBAND ACCESS

A. Functionality Allocation

Offering data rate at 100 Mbps or above over twisted-pair already presents tremendous technical chal-

lenges, ranging from digital signal processing algorithms in the physical layer to the architecture/protocol

design methodologies in the ‘upper’ layers. Even more challenging is the need to carefully investigate the

coupling effects across multiple modules and across network elements, so that end-user experience over

broadband access networks is enhanced, i.e., the access network architecture design.



11

CO


IO


SAI
 SAI
SAI


100 Mbps


CO
 CO


IO


10 Gbps


1 Gbps


VHO


VHO


VHO


VHO


VHO


CO


IO


SAI


SAI


SAI


CO


CO

IO


Time

Amplitude

Space

longer time-scaleshorter time-scale

upper layer

lower layer

Frequency

traffic shaping

Scheduling

Spectrum

Topology Design

Packet Flow Monthly/Yearly

admission control

Management

(a) Horizontal decomposition (b) Vertical decomposition and time-scale

Fig. 5. Functionality allocation

Architecture here refers to functionality allocation: which functional module and network element does

what, and how they should be connected. Functionality allocation is often more influential, harder to

change, and less quantitatively understood than any specific resource allocation scheme. Recent results in

“Layering as Optimization Decomposition” surveyed in [10] have offered a useful conceptual framework

and analytic tools for layered network architecture.

There are two types of functionality allocations:

• First, we use the term “horizontal decomposition” to refer to the geographic distribution of control

into various network elements, e.g., in Fig. 5(a), from households to remote terminals and central

offices (represented by circles), to larger central offices (represented by ovals), and to backbone

acquisition, distribution, and video servers (represented by cylinders).

• Second, we use the term “vertical decomposition” to refer to the modularized design into a protocol

stack, e.g., in Fig. 5(b). Ideally a fully integrated and joint design would be the best for performance

optimization, but for many reasons such as evolvability and manageability, modularized design is

necessary.

Horizontally and vertically decomposable modules have a variety of coupling relationships, depending

on their time-scales and target service models. As an illustrative example, consider the functionality of

error control. We can choose in vertically decomposable components from physical layer to application

layer as well as horizontally decomposable components through either or both of a hop-by-hop or an

end-to-end mechanism. In this article, we mainly discuss vertical decomposition through F, A, S, and

T dimensions to understand how modules are connected, or even controlled so that different system

performance can be achieved.

1) Coupling between Time and Frequency: Spectrum management in the frequency dimension defines

the achievable rate points (i.e., rate region), whereas scheduling mechanism in the time dimension deter-
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mines which rate point inside the rate region should be allocated to each user or flows, given the QoS.

Ideally, time dimensional scheduling requires a packet-level granularity of control for rate allocation. For

example, it is widely known that a scheduling algorithm for system “stability” (i.e., the number of packets

at the buffer does not blow up) should allocate more rates to the user who has longer queue backlogs at

every packet-level time-slot. However, non-convexity in the spectrum management renders such a fine-

grained control of rates very difficult and even sometimes runs only in a sub-optimal manner. Thus, finding

the (optimal) rate point required by the time dimensional scheduling at (fast) packet-level time-scale is

almost impossible at frequency dimensional spectrum management. This explains the dependence of time

dimension on frequency dimension, and raises issues about the choice of the algorithm as well as its

time-scale.

2) Coupling between Amplitude and (Time, Frequency): The main problem in the amplitude dimension

can be summarized as how to enlarge admission region, which is the set of arrivals with their QoS satisfied.

The capability of scheduling in the time supported by spectrum management in the frequency actually

determines admission region.

As an illustrative example, consider two scheduling algorithms (in the time dimension), π1 and π2 for

the same set of QoS, where π1 and π2 are supported by two different DSM algorithms operating at the

flow-level and packet-level timescales, respectively. Here, “time-scale” corresponds to the time to “solve”

the rate allocation optimization of DSM algorithm in Section II. An example of π1 is the rate scheduling

in Section III, where new rates for lines are recalculated when a new flow comes into the system. We

denote by A(π) the admission region of a scheduling π.

Assuming that the time-scale of flow-level arrivals and departures is sufficiently slow, such that the

stationary behavior can be seen during the inter-arrivals of flows, one potential tool of π1 to schedule the

rates and decide its admission region is the effective bandwidth [6], as discussed in Section III. On the

other hand, the π2 is able to schedule the arbitrary rates (which is inside the rate region) due to the support

of the time-scale of the underlying DSM algorithm. Full support of a DSL algorithm in the frequency at

the fast time-scale enables the π2 to use inherent “opportunism”, i.e., allocating more rates dynamically

to the user whose transient situation requires prioritized service (e.g., the user with longer queue length)

[11]. Then, π2 can support the larger number of flows than π1, but still can satisfy the same QoS as that

in π1.

This implies that A(π1) < A(π2). Although π1 with time-scale separation between time and frequency

leads to better decomposability, it has to pay the price of decreasing system performance (i.e., decreasing

admission region). This again illustrates the fundamental tradeoff between modularity and performance.

It is important to have an efficient DSM algorithm which fills the gap, and to develop a joint statistical
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multiplexing, scheduling, and DSM algorithm to achieve better system performance.

For a given set of QoS parameters required by users and flows, admission region is decided by scheduling

in the time dimension. Depending on the properties (e.g., time-scale and rate of convergence) of scheduling

and spectrum managments, admission region is determined, and this region reflects the full set of flows

that the system can support.

3) Coupling between Space and (Frequency, Time, Amplitude): Topology design (e.g., placement of

various servers and schedulers) determines feasibility of control in the time and amplitude dimensions,

since excessive propagation delay due to geographical distance may lead to instability of scheduling at the

packet level and impossibility of admission control of short flows. Topology design also determines the

crosstalk channel gains, which are the parameters to spectrum management algorithms in Frequency

dimension and limit the best rate regions attainable. Then, as discussed earlier, time and amplitude

dimension is closely coupled with frequency dimension.

B. Supoptimality and Time-Scale Issues

As discussed in the previous subsection, we ideally need the scheduling algorithm which operates and

reacts to the change of system state (e.g., queue lengths and remaining deadline of backlogged packets)

at the packet-level time-scale, which is typically on the order of milliseconds. However, due to the non-

convexity of the weighted sum rate maximization problem in DSM algorithm and the requirement on

distributed implementation in some cases, a large amount of time is often required to determine the

global optimal rate allocation for all users. In Section II, we mentioned that even most of the existing

practical DSM algorithms require a substantial amount of time to compute a feasible (suboptimal) solution

in the Pareto region of the achievable rate region. In a couple of next paragraphs, we summarize the related

issues and future research topics on how to analyze and improve.

First, we have time-scale decision problem: to use the most updated system state, but with suboptimal

schedule, or to use the optimal schedule with out-dated system states. This decision problem depends

on the physical-layer DSM algorithm, its behavior of approaching the optimal point, and finally the

QoS parameters. The time-scale of rate scheduling algorithm affects the performance of flows differently,

depending on the required QoS. A larger time-scale typically controls the performance metrics of the

flows in the average sense (e.g., stability and long-term fairness), whereas a smaller time-scale operation

has effect on the short-term QoS requirement of flows (e.g., delay and jitter). The choice of different

time-scale for the rate computation in scheduling also allows a degree of freedom to decide the ‘degree’

of optimality at which resources are allocated. A suboptimal scheduling decision thus may be quantified

through the loss in optimality in the objective function. Then, the important questions is : to what extent
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can we control the tradeoff between suboptimality gap and the requirement for less or even constant (with

respect to the network factors) overhead?

The second topic, which is somewhat independent of the first topic, is on scalable and practical

improvement of existing DSM algorithms considering upper-layer performance. The ASB algorithm that

we have developed for achieving near-optimal performance with low-complexity helps much in improving

the upper-layer QoS in some sense. However, existing DSM algorithms does not care about the upper-

layer issues explicitly, which essentially leads to solving the optimization in (1) from scratch. However,

in certain traffic conditions, the system state like queue length, which is used in the weight assignment of

(1), typically does not change significantly over packet-level scheduling interval. Under this observation,

one can devise an algorithm that computes a rate vector with lesser complexity that uses prior system-state

information as opposed to solving a throughput maximization problem anew. A candidate approach is to

use prediction algorithm that assigns a rate vector using previous rate vectors if the queue vector does

not differ too much from the previous queue vector.

VII. CONCLUSION

As an on-going, multi-institutional project with collaboration across academia and industry, FAST

Copper aims at enabling a truly ubiquitous and broadband wireline access network through fundamental

research. There are two main types of research challenges in FAST Copper project. One is the array

of problem formulations in the individual dimensions of Frequency, Amplitude, Space, and Time. These

problems range from communication theoretic ones to graph theoretic ones, and from non-convex opti-

mization to stochastic networks. The other is the need to quantify architectural principles in broadband

access networks. This requires a characterization of horizontal and vertical decompositions for functionality

allocation. In this overview paper, we have summarized the recent progress in 2005-2006 at Princeton

University for the first type of challenges, and outlined the key issues involved in the second type that

would benefit from many efforts from the research community.
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