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ABSTRACT

Delay Tolerant Networks (DTNSs) are characterized by probabilis-
tic links formed among mobile nodes indicating their probabilistic

encounters. Prior work on DTN routing uses expected delays as a

routing metric to decide the next hop relay node for packet delivery

to the destination. However, they measure the expected delays byp

taking the minimum of the expected delays over all possible paths
from a candidate relay. This metric, denoted MynEx, does not

account for the opportunity gain enabled by having multiple paths
to the destination through encountering multiple future neighbors.

Since DTN routing uses as the relay the first encountered node sat-

isfying given routing criteria, the random delays to multiple relay
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applications. DTN is also known for its capacity preserving data
delivery mechanism [8] in which data packets (also known as bun-
dles [1]) are forwarded toward their destinations through multi-hop
forwarding using mobile relay nodes.

A central problem in DTNs is the selection of relay nodes. The
roblem is unique from wired networks because relays are not nec-
essarily determined before the transmission of packets by the source.
This is due to the probabilistic nature of DTNs where it is unknown
in advance whether a node will meet a particular node in the future
and use that node as a relay. Since a relay is often determined at
the time of meeting that node, DTN routing is callggportunistic
routing. This opportunism is different from that used in wireless

nodes should be aggregated. Thus, the true expected delays Caﬁ]ulti-hop networks (see [4,6,14,19]) which relies on the broadcast

be measured by taking the expectation of the minimum delays, de-
noted aExMin, over all possible probabilistic paths from the can-
didate.
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C.2.2 Network Protocols]: Routing protocols

General Terms
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1. INTRODUCTION

DTNs have emerged as an attractive networking paradigm under
environments where nodes are mobile so that transmission links
among mobile nodes are dynamically established or torn down.

Such environments are becoming increasingly prevalent due to the
rapid growth of heterogeneous mobile devices and delay-insensitive

Permission to make digital or hard copies of all or part of this work for

nature of wireless medium to choose the next hop forwarder: af-
ter broadcasting a packet, the next relay (or forwarder) is selected
among the nodes who happen to receive the packets. In such net-
works, packet receptions are probabilistic while in DTNs, node en-
counters are probabilistic.

In DTNSs, to choose a relay among its contemporarily established
neighbors, each node measures a routing metric for each candi-
date, where the metric refers to the cost of delivery for its packet
to the final destination if the packet is forwarded to that candidate.
Lately there has been an extensive array of studies on DTN rout-
ing [3,5,9, 11, 15, 16], most of which propose a new protocol for
choosing a relay. Typically, these protocols work as follows: they
first compute the expected cost (based on the said metric) of multi-
hop forwarding from each candidate node to the destination. For
multi-hops, the cost is computed transitively (e.g., [16]) consider-
ing all the possibilities of routing paths starting from that candidate
node. When a node finds a candidate whose cost is less than a
certain threshold (often set to its current cost for delivery) and the
minimum among its contemporary neighbors, the node forwards or
replicates the packet to the candidate node. The metric is suitably
chosen depending on the design objective, examples including de-
lay [3], probability of meeting [11] and expected remaining time
for meeting another relay or destination [16]. All of these metrics
can be ultimately translated into the expected delays for the final
delivery.

Practically all the existing DTN routing studies [3,11,15,16] us-
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Figure 1. (a)An example to illustrate the difference between
MinEX and ExMin: the MinEx of node A is 4 whereas ExMin is

3. (b) ExMin prefers the path through A over the path through

B while MinEx does the opposite. The true expected delay of
the two paths through A and B are 6 and 20 respectively.

2 is the expected delay for its two end nodes to meet in the future.
Suppose that the probability distribution of the delays follows an
exponential distribution with an intensity 1/2 (i.e., expected link
delay is 2). MinEx fromaA to D yields the cost of 4, taking the
minimum of the expected delays possible framvhich has two
choices of forwarding through eitharor C.

However, MinEx ignores an important aspect of “opportunism”
enabled by the two choices of probabilistic paths. Sinfmwards
a packet to whichever node it meets first as both nadeslC have
the equal cost, the one-hop cost frano eitherB or C should be the
minimum of two random delayswhich is 1, the second hop cost

A number of DTN routing studies are based on epidemic rout-
ing [18] which floods packets to every connected node. While it
guarantees optimal forwarding under no channel contention, flood-
ing incurs huge overhead in terms of channel resource, storage
and power consumption in the network. Epidemic routing does
not achieve the optimal performance when channel contention is
considered. In order to find a DTN routing path without flooding,
many popular DTN routing methods [10, 12] are heuristically de-
veloped. There are several theoretical studies [2, 3, 11, 13] trying
to find the optimal DTN routing strategy. [3] proposes a technique
to reorder packets in the transmission queue in order to maximize
a given network utility. [2, 13] uses dynamic programming using
backward induction and presents threshold schemes as a forward-
ing decision method. However, the backward induction works only
when there are no transmission contention in the networks. Thus,
it is applicable only to the networks with extremely low node den-
sity. [11] introduces snapshot optimality which approximates the
optimal link and copy scheduling in DTNs. Unfortunately, none of
the prior work propose a routing metric accounting for the oppor-
tunity gain, as ExMin does, enabled by the probabilistic nature of
inter-contact times among nodes.

3. ASSUMPTIONS

We assume that each DTN node is equipped with a wireless ra-
dio and a computing device with some amount of storage. Packets
are the basic means of communication and is typically large enough
to carry one self-contained message with proper address informa-
tion about its source and destination. Each node is identified by a

is 2, and thus the total cost is 3. Therefore, the true expected delayynique ID. There are nodes in the system and all nodes always

from A is the expectation of the minimum random delays thahd
C has for meeting.. We call such a metri&xMin. Intuitively, the

move within a predefined area. We say that when two nodes are
in the radio range of each other, theget each other, or they are

expectation of the minimum can be viewed as taking the aggrega- connected. Because of mobility, the neighbors of each node change

tion of the arrivals of the two possible choices sinoghooses as a
relay whichever node it meets first outbindC. We elaborate on
this more formally in Section 4.

over time. We assume that when two nodes are connected, there are
connected sufficiently long enough to exchange all the packets of
one node to another and there is no loss of packets. The transmis-

Incorrect accounting of the opportunity gain has a significantim- gjon delays of packets once two nodes are connected are relatively
pact on the end result leading to grossly different, yet much less yery small compared to the time it waits to meet each other. So
optimal paths. Consider a DTN in Figure 1 (b) where packets are ye ‘assume that the transmission delays are negligible.irfee
routed from S and D. Suppose that the currently established neigh-contact time (ICT) of two nodes are the time taken for the two nodes

bors tos areA andB. The other links are probabilistic with costs

to meet again after meeting the last time. We assume that each node

representing the expected inter-meeting times between the two end; js aware of its own mobility patterns such as who it “regularly”

nodes of the links. As chooses the relay betwegrandB, it mea-

meets and the distribution of inter-contact times (ICTs) with those

sures the expected delays from them. The expected delay througrhodesj_ We mean by “regularly” that their meeting frequencies are

A has 6 & 30(1/30) + 5) while that througtB has 20. However,
MinEx yields 35 and 20 as the expected delays througimdB,
respectively. Thus, the conventional technique fa®over A as
the relay. But in realityA is a much better choice since its true
expected delay is 6 instead of 35.

ExMin estimates more accurately the actual routing delays over
probabilistic links since it accounts for the aggregation of the ran-
dom arrivals of multiple future neighbors. We denote the ExMin
value of a nod& considering only the paths &fhops or less from
R to the destination, b¥ExMin(R)-k. For example, in Figure 1(b),

S uses ExMinf)-2 and ExMing)-2. Intuitively, ExMin-2 tends to
favor relays with many potential neighbors that have the destination

statistically significant often to compute the ICT distribution. For
any two nodes that meet regularlyand w, we can define a ran-
dom variablel,, ., representing the inter-contact time. If two nodes
have history of regular meetings and they are aware of their ICT
distribution, we say they are theighbors of each other. When
we represent éink cost between two nodes that are not currently
connected, we use the mean inter-contact time (ICT), or sieply
pected delay and its distribution. Such links are probabilistic links.
Throughout this paper, we will refer to a canonical form of op-
portunistic routing commonly used in DTNs. It works as follows.
A source nodes has a packet to deliver to a destination nade
Whens meets a set of node§” while holding the packet, then it

as its potential neighbor because it takes the minimum of random ey4|yates the followingorwarding conditions. For each node in

delays. For instance, in Figure 1(b), it favar®verB. ExMin-k
applies this intuition over multi-hop paths transitively.

2. RELATED WORK

For two exponential random variablé§; ~ exp(\;), i
1,2, Y = min(X1, X2) ~ exp(A1 + A2).

N, it computes a metrid(v), which is essentially the cost of de-
livering the packet t® throughv. If (1) M(v) is less thanM(S)

and (2) M(v) is the minimum among alM(l), | € N, thenv

is chosen as alay node and S forwards the packet to. After

the forwarding, it deletes the packet from its storage. Any relay
node holding the packet performs the same operatignuemil the
packet is delivered tb. In some cases, condition 1 is checked with



a fixed threshold (see [2, 13]). If multiple copies of the packet are 5.1 Dataset

allowed, the packet is not deleted after the forwarding. We use the Shanghai taxi traces [17] to create the network test
scenarios to evaluate our proposed routing metrics.

4. EXPECTATION OF MINIMUM (ExMin) In the traces, the location information of about 4000 taxies is
recorded at every 40 seconds within an area of 102famn28 days

4.1 Definitions (4 weeks). In order to present more reliable results, we selected

Every prior work we know of that uses expected delays for rout- 1486 taxies (out of all 4000 taxies) which recorded more than 70 %

ing metric uses the minimum of the expected delays. Formally, the Of GPS readings with high accuracy.
minimum of the expected delays fromto the destination is com-
puted as follows. For each nodein the neighbor set of, we can

define the minimum of the expected delays recursively as follows. Table 1: Tested Algorithms ('Opp.: ‘Opportunisim’)

[ Algorithm [ Info. required Meeting Opp)

MinEx(v) = min  E|I, . + MinEx(w) |, MinEx-2 local X
weEw's neighbors MinEx-n global X

MinEx(D) for destination nod@ is zero. We can limit the compu- ExMin-2 local o
tation of MinEx only over the paths df hops or less to the des- ExMin-n global o

tination. Any paths not reachable to the destination withimops

have infinite cost. We denote such a metric by MinEXMIinEx-n

considers all possible simple paths without any cycles. Table 1 lists all the routing metrics that we tested and shows their
A DTN routing is highly opportunistic as a source (or relay node) properties.

forwards its packets to the first node that it meets and satisfies the . .

forwarding condition. Therefore, the expected delay must be com- 5.2 Simulation Results

puted using the expectation of the minimum expected delays pos- \We randomly selected 1000 S-D pairs which have their own ses-

sible through any neighbors of a candidate node. ExMin accounts sjons from sources vehicle to destination vehicles. We assume the

for the increased probability of meetings when a node has many application scenario of transmitting DVR video files or advertise-

neighbors. Formally, for each nodein the neighbor set of, we ment video files to the node wherever itis. We also vary the number

can define ExMin®) as follows. of packets to see the performance for different traffic load(i.e., the
. ) . number of injected packets to each S-D session). Note that all the
ExMin(v) = E [wEvglrlleIilghbors(Iv’w + Elen(w))]. @ injected packets are given to the source vehicles when the session

starts. communication range of each taxi to be 300 meter, a typi-
cal range of WiFi. We make the routing control decisions at every
30 seconds. We repeated ten simulations by different S-D pairs
which are randomly chosen with different seeds in each time. The
4.2 Metric Computation 95% confidence interval of each simulation is also computed. Fig-
ure 2 shows the delays and delivery ratios of tested algorithms in
the single-copy mode for various offered loads. We observe that
ExMin-n outperforms MinExs by 8~10% in delays. Since the

ExMin(D) is zero.
In the same way as we define MinExwe can define ExMirk
to limit the computation of ExMin to the paths bfhops or less.

In the computation of the routing metric in Equation (1), we es-
sentially compute the expectation &f where

X = min{Il; + m;}, metrics of MinEx2 and ExMin2 which use local information esti-
JeN mate only two hop paths, we observe that their delay performance is
for a positive integey and a finite index se\. Note that/, and 8~14% worse than MinEx: and ExMin. when the offered load

m; denote a random variable representing inter-contact time and ais 50.
constant representing a neighbor's ExMin metric respectively. Re-
cent studies reveal that the human-carried devices show a truncated. CONCLUSIONS

power-law distribution [7] , whereas taxies in a city produce an ex-  propapilistic links formed among mobile encounters in DTN leads
ponentla! dIS'[I’I.bUt.IOI’l.[ll]. Itis reasonable to assume that the |rjter- challenging routing problems. So far, a popular approach is to use
contact time distribution between nodesw are given, because it expected delays as a routing metric to decide the next hop relay
can be collected from private contact histories and is known 0 node for packet delivery to the destination, based on the minimum
andw. of the expected delays over the possible paths. WhidEx metric

Assuming that/;s’ are independent (i.e., the inter-contact times  jgnores the opportunity gain induced by probabilistic link delays in
are independent for two different neighbors), it is convenient to gyjte of opportunistic forwarding of selecting the relay that is first

first compute the CCDF dP[X > ], and then obtain the PDF of  gncountered. To exploit such an opportunism in the routing met-
P[X = z] by differentiating the CCDF. When the distribution of . computation, we propose a new metEgMin-k that takes the

the inter-contact timé; is known, using the following: expectation of the minimum delays ovierhops. Our simulation
PX>z] = PlI;+m; >z, jeN] result shows that ExMin ourperforms MinEx in delay.
= P[I; + mj; > z]. 2)
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by definition of expectation, it is easy to compi®eX] either in
the closed-form or numerically.
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Figure 2: the Delay and Delivery Ratio of algorithms versus the offered load of 1000 S-D pairs. Each value shows 95% confidence
interval.

8. REFERENCES [11] K. Lee, Y. Yi, J. Jeong, H. Won, |. Rhee, and S. Chong.

[1] Delay tolerant network research group (dtnrg).
www.dtnrg.org.
[2] E. Altman, G. Neglia, F. D. Pellegrini, and D. Miorandi.

Decentralized stochastic control of delay tolerant networks.

In Proceedings of IEEE INFOCOM, 2009.
[3] A. Balasubramanian, B. N. Levine, and A. Venkataramani.
DTN routing as a resource allocation problem. In
Proceedings of SGCOMM, 2007.
S. Biswas and R. Morris. Exor: Opportunistic multi-hop
routing for wireless networks. IRroceedings of ACM
S GCOMM, 2005.
[5] J. Burgess, B. Gallagher, D. Jensen, and B. Levine.
Maxprop: Routing for vehicle-based disruption-tolerant
networking. InProceedings of IEEE INFOCOM, 2006.

[4]

6]
A network coding approach to opportunistic routing. In
MIT-CSAIL-TR-2006-049, 2006.

[7] A. Chaintreau, P. Hui, J. Crowcroft, C. Diot, R. Gass, and

J. Scott. Impact of human mobility on the design of

opportunistic forwarding algorithms. roceedings of IEEE

INFOCOM.

M. Grossglauser and D. N. C. Tse. Mobility increases the

capacity of ad hoc wireless networkEEE/ACM

Transactions on Networking, 10(4):477—-486, 2002.

[9] E. P.C. Jones, L. Li, and P. A. S. Ward. Practical routing in
delay-tolerant networks. IRroceedings of ACM S GCOMM
workshop on Delay-tolerant networking, 2005.

[10] J. Lebrun, C.-N. Chuah, D. Ghosal, and M. Zhang.
Knowledge-based opportunistic forwarding in vehicular
wireless ad hoc networks. Proceedings | EEE Vehicular
Technology Conference, 2004.

(8]

S. Chachulski, M. Jennings, S. Katti, and D. Katabi. MORE:

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

Max-contribution: On optimal resource allocation in delay
tolerant networks. IfProceedings of IEEE INFOCOM, 2010.
A. Lindgren, A. Doria, and O. Schelen. Probabilistic routing
in intermittently connected networkACM SSGMOBILE
Mobile Computing and Communications Review,

7(3):19-20, July 2003.

C. Liu and J. Wu. An optimal probabilistic forwarding
protocolin delay tolerant networks. Proceedings of ACM
MOBIHOC, 2009.

E. Rozner, J. Seshadri, Y. A. Mehta, and L. Qiu. SOAR:
Simple opportunistic adaptive routing protocol for wireless
mesh networks.EEE Transactions on Mobile Computing,
8:1622-1635, 2009.

K. F. S Jain and R. Patra. Routing in a delay tolerant
network. InProceedings of ACM SSGCOMM, 2004.

T. Spyropoulos, K. Psounis, and C. S. Raghavendra. Efficient
routing in intermittently connected mobile networks: The
single-copy casé EEE/ACM Transactions on Networking,
16(1):63-76, 2008.

S. J. U. Traffic Information Grid Team, Grid

Computing Center. Shanghai taxi trace data.
http://wirelesslab.sjtu.edu.cn/.

A. Vahdat and D. Becker. Epidemic routing for
partially-connected ad hoc networks. Technical Report,
CS-200006, Duke University, April 2000.

Z.Zhong and S. Nelakuditi. On the efficacy of opportunistic
routing. InProceedings of IEEE SECON, 2007.



	Copyright_JJS.pdf
	HP0091.jpg
	HP0097.jpg
	HP0093.jpg

	main.pdf

