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Abstract — Much of the research on Internet modeling and Rearame === ] Resime ]
analysis has focused on the design of end controllers and network :;’::fo”ed S . ::::fo”ed — ‘
algorithms with the objective of stability and convergence of the Fows = Flows -
transmission rate. However, the Internet is composed of a mix- (a) Priority Scheduler (b) FIFO Scheduler
ture of both (controlled) elastic flows and (uncontrolled) real-time
flows. Uncontrolled real-time flows do not react to network con- Figure 1: Priority and FIFO Queueing Disciplines

gestion as well as they require a certain level of QoS guarantees.

In this paper, we study the effects of marking elasticity (which

characterizes how quickly the marking level changes during tran-

sients) on the QoS for uncontrolled real-time flows, at a router left unused by the real-time sources is allocated to the non-real-time

accessed by both uncontrolled real-time and controlled flows. sources). One of the proposed architectures for providing diffieren
First, we derive lower and upper bounds on the queue over- ated QoS in the Internet is “Differentiated Service” model (DiffServ)

flow probability at a router of a single bottleneck system. Using [8], where users can belong to one of a small number of classes, and

this, we quantify the trade-off between stability for controlled QoS (such as delay, loss ratio, and throughput) for a user’s data flow

flows and QoS guarantee for uncontrolled real-time flows as a will be class-dependent. To implement such a service, routers in the

function of marking elasticity. The results indicate that some Internet treat (schedule) packets from various classes in a differen

marking functions may be “uniformly” better than others. In  ated manner depending on the class QoS specifications by adopting

particular, among the marking functions that we have compared, “priority” based scheduling algorithms (see Figure 1).

our bounds indicate that a rate based version of REM seems to  On the other hand, it seems reasonable to believe that by appro-

provide the largest local-stability region for any given QoS re- priately designing an AQM mechanism (marking function) at inter-

quirement. mediate routers, we can potentially provide the required QoS to the
Next, as a function of the marking function elasticity, we quan- uncontrolled real-time flowithout any differentiatiort the routers.

tify the excess capacity required at the router with FIFO schedul- The intuition is the following: an “aggressive” marking function will
ing that results in the same queue overflow probability if priority mark a larger number of controlled flow packets (for instance, those
scheduling was used instead. We show that the difference in the controlled by TCP) when a burst of paCket.S arrive. Th'.s will cause
. . . S . the controlled flows to back-off, thus potentially decreasing the delay
required capacities with FIFO and priority queueing decreases o . . . :

. . . . ) or packet loss probability experienced by real-time flows with their
with more elastic marking functions. In other words, the gains iy \ilization being sustained equivalent. In this paper, we study
due to scheduling decreases with increasing marking elasticity.  he trade-off between packet marking [9] for controlled flows and the

|. INTRODUCTION effect of this marking on the QoS of uncontrolled real-time flows.

OWe consider a network where resources are shared by uncontrolled
al-time and controlled elastic flows, and packets in the router are
eduled in a first-come-first-serve manner (i.e., no differentjation
ver such a network, the behavior of real-time and controlled flows

There has been extensive research on the modeling and analysis
the controlled elastic flows in the Internet by adopting differentiaf
equation based models of source controllers and AQM (Active Que

Management) algorithms. Much of this work has focused on the

sign of end host controllers and control algorithms (marking funff1re coupled together, and the QoS experienced by real-time flows

tions) at the intermediate routers for (global and local) stable en\/(xgl be affected by the behavior of controlled flows due to their flows

to-end operation over the Internet by adopting control theoretic to aring a common I|_nk. For example, a I_arge burst of QOS. se.n_smve

[1,2,3,4,5,6,7]. packets from a real-time flow could potentially encounter a significant
[gelay or loss at the router due to the controlled flows sharing the link.

However, the Internet carries a mixture of traffic ranging fro With thi ¢ first oh : th ¢
controlled non-real-time elastic data traffic to uncontrolled real-time """ is setup, we first characterize the "aggressiveness” of a

traffic (e.g., voice and multimedia traffic). Uncontrolled real- tlménarklng function by itslasticity

flows do not react to network feedback and requires tight QoS (QUBefinition 1.1. Given any two marking functions; (z) and pa(2),
ity of Service) guarantees. From a network control and managemgRt say tha. (=) is more elastithan p; (z) if for any z > z*, we
point of view, real-time sources are admitted into the network onfgye

if there are sufficient resources to satisfy their QoS requirements.

On the other hand, non-real-time sources are always admitted into p1(z*) = p2(2¥)

the network with the understanding that the resources in the net- p2(2) > pi(2),

work would be allocated to them on a best-effort basis (i.e., real-

time sources are given higher priority and whatever bandwidth \A@erez is the equilibrium data rate at the router.

1Yi and Shakkottai are with the Wireless Networking and Comrmations Thus, the elasticity of a marking function corresponds to how ag-
Group. This research was partially supported by NSF Grafis0805644, gressively the marking value changes as the arrival data rate deviates
CNS-0325788, and CNS-0347400. from the equilibrium rate (see Figure 2).
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Figure 2: Elasticity of Marking Functions Figure 3: System Model

The parameters that impact the source dynamics for a controlled  for anygiven QoS requirement.
flow are the round-trip delay, the elasticity of the marking function, .
and the rate of adaptation at the controlled source. In this paper, wé”)
model the dynamics of controlled flows by means ofrestant adap-
tation algorithm,where the sources react to network feedback with
no delay and adapt immediately to the equilibrium rate for a given
network configuration. The instant adaptation scheme enables us to
separate the effect of other parameters and to focus only on the elas-
ticity of marking functions [10, 2].

We consider queue overflow probability as the QoS parameter
experienced by real-time flows. The problem of determining the
qgueue overflow probability has been studied extensively for queues
[11, 12, 13, 14, 15] in the context of “open-loop” flows (i.e., there
are no controlled flows). This research has been done, primarily us-
ing a large deviation framework, which is known to be appropriate to
analyze performance of the system with a large number of flows. In
this paper, we focus on a router where the resource is shared by real- ||. SYSTEM MODEL AND PROBLEM STATEMENT
time flows as well as controlled flows (with FIFO queueing). Thus,
the controlled sources react and adapt to the dynamics at the router,
and affects the QoS of real-time flows. We derive the queue overflow
probability by adapting large-deviation technique to such a sharedConsider the system shown in Figure 3. We considgingledis-
system by controlled and real-time flows. crete time queue with two types of flow@) controlled flows andii)

In this paper, we study and quantify the following two trade-offancontrolled flows. We use the terminology “controlled flows” (also
related with marking elasticity(i) stability-elasticity trade-off and called elastic flows) to refer to flows of data traffic which react and
(i) scheduling-elasticity trade-off. First, stability-elasticity trade-offidapt their transmission rates to feedback from the network. An ex-
refers to the trade-off between QoS-provisioning for real-time floveample of such a flow is a TCP (Transmission Control Protocol) flow.
and stability for controlled flows. The key trade-off we explore isUncontrolled flows” refer to data flows that do not react to network
the following: the more elastic the marking function is, the better ifeedback. Examples of such flows include real-time video/audio,
the QoS experienced by real-time flows. However, this also leadsatbich usually require guarantee of real-time data transfer. The queue
the negative property of less stability for controlled flows (stabilityis fed byrn independent identically distributed (over flows) station-
elasticity trade-off) ary, ergodic uncontrolled flows and laycontrolled flows determined

Next, we consider the case where the real-time flows are given &ly-a congestion control algorithm described later. The buffer size is
solute priority over the controlled flows (priority scheduling). In thiscaled withn, and the output capacity of the corresponding queue is
case, the delay or loss perceived by the real-time flows (QoS) will raitably scaled with so that the queue is stable. Thud” system
be affected by the behavior of the controlled flows. However, by sirhas a buffer of size. B, and a capacity ot C. For system stability, we
ply increasing the capacity of the link and suitably adjusting markingssume that* + y* < C, wherex* is the fixed point of a controlled
elasticity (parameters of marking functions), it seems possible to gitewv andy* is the expected value of an uncontrolled flow.
the same perceived QoS to the real-time flows in the network withFrom the controlled flows’ point of view, the system we have de-
only FIFO schedulingWe call thisscheduling-elasticity trade-ofifi ~ scribed above can be thought of as a closed loop system (with de-
this paper. lay) and feedback control is applied at the router baseagynegate

The main contributions of this paper are the following: arrivals. A popular modeling and analysis methodology for such

; : : ; : d-loop systems in the Internet context has been through func-
(i) Using the instant adaptation model for source dynamics, v%ose . 4 . : )

derive lower and upper bounds of the queue overflow probabﬁ'lc-’nal d|fferent|gl (or difference) equa_mons bas{ models{l_G, 3l.

ity at a router, where a single buffer is shared by controlled and The router is modeled by enarking function(see Section B)

real-time flows. Using these bounds, we quantify the trad@’-hiCh signals congestion by marking flows, and receivers detect the

off between stability for controlled flows and QoS-guaranteéarkS and inform the respective flow sources to increase or decreas
t

We next quantify the required excess capacity (the difference
in the required link capacities with FIFO and priority queue-
ing), as well as the marking function elasticity that results
in the same queue overflow probability with FIFO schedul-
ing and priority scheduling (see Figure 5). We show that
the difference in the required capacities with FIFO and prior-
ity queueingdecreasewvith stricter QoS requirements (queue
overflow probability). In other words, the gains achieved by
scheduling at the router decrease with increasing QoS. This
indicates that by appropriately choosing the marking function
and by using only a FIFO queue at the router, we can satisfy
the QoS requirements of real-time flows without much over-
provisioning.

IIL A SYSTEM MODEL

for uncontrolled real-time flows as a function of the elasticity €I {ransmission rate. We model flows by fluid processes. We de-
of the marking function (see Figure 4). The results indicat&®t® the fluid rates of individual flows bfzy[i],k = 1,...,n},

that some marking functions may be “uniformly” better thaf 1Any class based scheduling policy will result in poorer QoSeal-time

others. In particular, amongl th? marking functions that V\ﬁ'ows than strict priority queueing. Thus, a priority quexgeisystem pro-
have compared, our bounds indicate that a rate based versj@s an upper bound on the QoS given real-time fiows with amysebased
of REM [7] seems to provide the largest local-stability regioscheduling policy employed at the router.




Then, the individual flow dynamics at timieof instant adaptation

Table 1: Examples of Marking Functions can be represented as follows by using Assumption 1.1 and summing

Type | p(z, g) <m,m> over the flow index:,
M (&) <0,C >
R | =i 0e <0,C> il i

C—(1—a)z ’ . 1 i 1 .
L [aG—n) [ <COnCUjatn> w o= alilp(y Z;xthgZ;yMC)
E 1—e ©* < 0,00 > . A I=

J = z[ilp(z[] + y[i], C), 3)

e lp(eli] + ylil,C)

wherex[:] andy[i] arethe average arrivals (over flows} times.

) II.C PROBLEM STATEMENT
wherezy [i] denotes the number of arrivalef controlled flowk at

times. In this paper, we considémstant adaptatioralgorithm, which A widely used QoS parameter (for the uncontrolled real-time flows)
is represented by: is the probability that the queue length exceeds some threshold. The
qgueue overflow probability can be extended to analyze the delay of

) " ) " ] a typical packet [22]. It is clear that the QoS performance for un-

w = wifip (Z @ [i] + Zyj [i], "C) (1) controlled flows will be the “best” if such flows are always given
i=1 i=1 strict priority access at the routers (i.e., priority scheduling at the
: : : : router). We will later use priority scheduling as a reference model
In the instant adaptation algorithm, congestion controllers adapt, to : ; .

b g g P assess the performance of FIFO scheduling (used in Section D to

the fixed point of the difference equation of weighted proportion&?

fair controller [17, 18, 10, 2] with no delay [10, 2]. In this SChemestudy scheduling-elasticity trade-off). With priority scheduling, we

as the rate of the uncontrolled flow varies with time, the correspon%s-flgg]g;zat:‘ggnfgﬁlizaﬁfo\?vie:‘:: aerceti\L/’:fd to store data from the con-
ing equilibrium rate varies appropriately (as determined by the elasttriew u‘d di > fp y.k d4d h
properties op(-)), and the instant adaptation scheme tracks this va[i- re] consi er.arl] |s%etedt|mg .ramer:/v(;r I’ an Pe][]ote the queue
ation of the equilibrium rate. This allows us to focus purely on thgngth attime) wit Fl!: and priority IS,C eaulers Yo (oraque_ue

: ; : of uncontrolled real-time flows) an@ , respectively. We consider
properties of the marking function. . L
the queueing process over the time intefval 7, 0), whereT; < co.
We assume that the system is stable (thus, queue len@floier the
time interval(—oo, —77), meaning that the transmission rates of all
The marking functionp(z, C') represents the fraction of flow to becontrolled flows and all uncontrolled flows a€ andy”, respec-
marked when the total arrivals to the associated router with capadi¥gly, wherez™ is the fixed point of controlled flows angt" is the

II.B MARKING FUNCTION

C'is z. We consider the following form of marking functions expected value (average rate) of a uncontrolled flow.
In other words, in this paper we are interested in the transient be-
0 if0<z<m, havior of the system. We assume that the system is in “steady-state”
2,0) = 5(2,C) ifm<z<m, 2y until tlmg —Ty, and our objectlvg is to compute the buffer overflow
p(0) ]13( ) ; *> _ @ probability as a function of the time-scale of the transient phenom-
if z > m,

enon (i.e.Ir) as well as the marking function. However, we observe
that the analysis in this paper holds eveffifis not finite as we can
show that with instant adaptation, the queueing process is continuous
(see Theorem IIl.1) with respect to the arrivals even over arbitrarily
. L . . .. larger interval of time.
Assumption I.1. We assume thai(z, C) is a increasing, Lipschitz .
continuous, differentiable functior(l wital range, 1], that satisfies We denote th? sum of a”'Ya,'s nfuncy?r']trplled and}L contrqllgd
(2, C) = p(z/C, 1). flows ovgr‘the t|mi mtervg[z',g) by Y"[i,5) = 32 Yk'[z,])
and X"[i,j) = S_p_, X&li,j), respectively We let Z"[i, j) =

Assumption I1.1 says that the fraction of packets marked simply [i»7) +X"[i, j), to denote the total sum of controilfd and uncon-
depends on the ratio of the total arrival rate and the link capacitjp!led arrivals over the same time interyalj) in then™ system.
which is satisfied by typical marking functions such as those in Ta- For @ fixedT7, consider a following non-negativecaled(deter-

wherem € [0,C), m € (0,00), andm < m. p(z, C) is assumed to
satisfy the following condition.

ble 1 (see [17, 19] for more detaild) ministic) arrival vector over the interva-T7, 0).
Examples of marking functiong(z, C') we consider in this paper .
(satisfying Assumption I1.1) are shown in Table 1: Tyldehas the o[=T1,0) = (v[=T1), v[=T7 +1],...,v[-1])

interpretation of the queue length exceediign an M/M/1 queue

with arrival ratez. TypeR can be used as a rate based model for REW-’”' from Loyne's formula on the queue length process, the queue

(Random Exponential Marking [7]) for a suitable choicecof20]. size function corresponding to an arrival vectipr- 7, 0) can be de-
Typel is a linear marking function, and models the simplified RE[Bned as.

(Random Early Detection [9]). TypE is a rate based exponential 1

marking. Finally, type/ has the interpretation of the fraction of fluid Q('E[fTI, 0)) 2 sup ( ofi] — CT) 4)
lost when the arrival rate exceeds a certain level, called the “virtual 0<T<Ty

capacity” [21].

i=—T

4Thus, X[4, ) denotes the random variable corresponding to the num-
2We use the terms “number of arrivals” and “arrivals” interapeably. ber of arrivals from the:t" controlled flow over the time intervad, 5), and
Further, the term “arrival rate” corresponds to the numberro¥als per time- a similar definition holds foi [4, j). In addition, we useXy[i] to denote
slot. Xk [i,7+ 1), and this notation is applied for other random arrivals. Fyna
3For notational simplicity, we will omit the second parameaféthrough- we use upper-case letters and lower-case letters to desmmdem variables
out this paper unless explicitly needed and deterministic quantities, respectively.




Thus, the queue overflows probabilities of priority and FIFGhe queue consists of the sum of arrivals from the controlled and un-
gueueing are given by: controlled flows. Thus, we need to provg) the queueing process
is continuous with respect to the total arrival process, @indhe
controlled arrival process (determined by the dynamics of the con-
gestion controller, the marking function, and the uncontrolled flows)
is a continuous function of the uncontrolled arrival process. In [24],
the author proved thaf(-) (the queue size function with only sto-
F 1, chastic uncontrolled arrivals) is continuous (i.e., no controlled flows
PHQE 2nB)—Pr<0<s%1£T (EZ [—T,O)—CT) 23) 6)  are presen)
- We now prove the continuity of the queue length at time 0 with
respect to the uncontrolled flow$—17, 0), with FIFO scheduling.

II.D ELASTICITY OF MARKING FUNCTIONS: WARPING  Theorem IIl.1. With the instant adaptation algorithm, the queue size
. . . . . . T : - :
In this section, we parameterize the elasticity of marking functions ynctionQ : R}’ — R is continuous with respect to the uncontrolled
adopting “warped” marking functionsAn warped marking function arrival processy[—17,0) in the topology endowed with supremum
has a parameter (denoted %), which determines the elasticity ofnorm, where( is defined as
the marking functions by shiftin® (< 5 < 1) and twisting f > 1) ~ N . -
the original marking functions. QWI-Tr,0) = Q@E[-T1,0) +2[-17,0))

—1
Prior to describing warping, first we make the following additional sup (Z (x[i] + yli]) — CT)

Pr(Qo ZnB)—Pr( sup (lY"[fT,O)fCT) ZB) (5)

0<T<T \ T

assumption on the marking function. 0<T<Tr \ 77
Assumption 11.2. 1/p(z,C) is convex ovelzo, 00), wherezo = andZ[—17,0) is determined by (3) (i.e., is function gf—17, 0)).
sup{z : p(z,C) =0, z > 0} Thus, we have

The typical marking functions in Table 1 satisfy Assumption.2. .. 1 1 . S _
Given any marking functiop(z) satisfying Assumption 1.1 and nli»n;o n log Pr Q(nZ =Tt 0)> 2B ) =-Ir(B),
I1.2, we construct a family of marking functio®s(z) }, which are

parameterized by and are defined bys(2) £ p(fs(z)), where where/(B) is defined as

" {B(z ) if 0<B<1 Ir(B) £ _ inf {1G-1,0) : Q@l-11,0) > B}, ()
fﬁ P — ) Yy I

72" it f=1 whereI(§[—T7,0)) is the rate function of the vectgf{—T7,0) €

For a given system (with a mixture of controlled and uncontrolle@? [23].

arrivals), let the equilibrium rate at the router be denotedhyFor  pyoof, The proof is presented in [25]. 0
each value of3, the parametey (in the definition off(2)) is chosen

such that at this equilibrium rate*, f3(z*) = z*. This definition

ensures that we have the equivalent steady-state marked volume of I11.B- COMPUTATION OF BOUNDS ON THERATE

data at a router over the set of marking functiéps ()} (ps(z*) = FUNCTION

p(2*),V3 > 0,) leading toinvariability of steady-state utilization of This section focuses on computation of lower and upper bound on

the systemEurther, forz > 2*, we have Ir(B), leading to upper and lower bound on asymptotic queue over-
flow probability, respectively. First, we add an additional assumption
ps(z) > p(2) it g>1, that an uncontrolled flows are independent and identically distributed

ps(z) < p(2) if 0<pB<1. over timefor simplicity. The computation of »(B) for non-i.i.d ar-

. . rivals is left as future work. This i.i.d assumption ensures [23] that
In other words{ps(z)} corresponds to a family of marking func-¢., any fixedT, we have

tions whose elasticity is varying (with respect to the nominal marking

functionp(z)). If 8 > 1, ps(z) is more elasticand if 3 < 1, pg(z) -1

is less elastidrom Definition 1.1. Note that the functioffis(z) is IG-7,0) = > Iyl ®
constructed such that for eaghps(z) satisfies Assumption Il.1 and i=-T
Il.2. wherel(-) is defined as
[1l. STABILITY -ELASTICITY AND I(y) = sup (ye —log E(a”l“”)) 7
SCHEDULING-ELASTICITY TRADE-OFF 0

andY;[—1] is the random variable denoting the number of arrivals

I1I.A QUEUE OVERFLOW PROBABILITY from flow '1’ at time slot -1".
From (5), (6), and (4), the queue overflow probability with priority From Theorem IIl.1 and (8), the rate function is given by:
and FIFO schledlillng can be expressed E{QE’%Y”[fTI,O)) > Ir(B) = inf  IF(B), 9)
B) and P(Q(;; Z"[-T1,0)) > B), respectively. In the large 0<T<Ty

regime, we can derive asymptotic expressions for the queue o\Efere

flow probabilities using large deviation techniques. This requires )

the application of the Gartner-Ellis Theorem, as well as the contragc, . - . = ~

tion principle [23]. Applicability of contraction principle dependsaZCF(B):g[,lTr}ofEA'Z I(yli]), A:{y[—T,O):Q(y[—T,O))ZB}

on the continuity of the queue size function with respect to the ar- =T

rival processfrom the uncontrolled flow¢denoted by@ in Theo- Then, we have the following result on the upper and lower bound on
rem Ill.1). However, with FIFO scheduling, the arrival process tdg(B).



~
[=]

Theorem I11.2 (Upper and lower bound)

=
o

% — TypeE
Z 60 V\decreasin@ -= %E:IKA
. B w 1 (T-1) < {
f TI - - — < Ir(B 3
0FET, <C+T T(p(13+0)+ 2(C) )) < Ir(B) 5%
B w £ 40
< inf TI(CH+=———— 10 g
= octer ( tr p(C+B/T)> (10) 2.
Proof. The proof is presented in [25] O g 20
2

I11.C STABILITY-ELASTICITY TRADE-OFF
0.01 0.0001 1e-06 1e-08 le-10 le-1z

Using the lower and upper bounds on the rate function derived in Queue Overflow Probability
the previous section, we study the effect of elasticity of marking func-
tions on the stability (for controlled flows) and QoS (for uncontrollegfigure 4: Stability-Elasticity Trade-offs = 500, w = 5, ¢ =
flows), and their trade-off. 100, k = 0.2 and ON-OFK500, 0.1)
We fix a nominal marking functiop(z), and consider the family
of marking functions{ps(z)} that are correspondingly generated for
various values off, the elasticity parameter. Recall that> 1 cor-

responds to a more elastic marking function, @net 1 corresponds point of scaled controlled arrival rate is 45 due to the setting of 95%
to a less elastic marking function. link utilization, leading to the marking probability at the fixed point
For the stability analysis, we use the local stability condition fqit 5/45. The plot clearly illustrates the trade-off between QoS for
the weighted proportional fair controller from [2, 4], and determingsa|-time flows and stability for controlled flowEhe results also in-
for each marking functiop; (), the maximum round-trip propaga- gjcate that some marking functions may be “uniformly” better than
tion delayd that the system can tolerate before going into local instgthers. In particular, among the marking functions that we have com-
bility (and thus, global instability). This is given by [2]: pared, our bounds indicate that for the fixed point considered in Fig-
- ure 4 (i.e.,z*), a rate based version of REM [7] seems to provide
k(pg(2™) + z*p'ﬁ(z*)) < sin (m> , (11) the largest local-stability region foany given QoS requirementlo
analytically construct uniformly optimal marking functions is an in-
wherex is the gain constant that determines the rate of source adigesting problem for future research.
tation to network feedback (see [4] for details). Further, by definition In addition, we see different sensitivities to marking elasticity for

o

of ps(x), we can show that different marking functions. The reason why we have vertical lines
R S e . in the rate based version of REM (Typy and M/M/1 (TypeM)
ps(z") = [z (27) = Bp'(27). marking function (in the dotted elliptical region) is that their original

(non-warped) marking valug(z) is 1, whenz > C (see Table 1).
Thus, the queue overflow probability in this case decreases only until
some threshold and stays constant after this threshold.

Thus, for each value g3, the stability condition (11) reduces to

* * 17 % . ™
k(p(z") + Bz"p (7)) < sin <m> (12)
[11.D SCHEDULING-ELASTICITY TRADE-OFF

On the other hand, with the instant adaptation scheme, the up- ) ) ) ) . ]
per bound on the rate function from Theorem 111.2 provides a lowdp this section, we derive the required capacity (which results in the
bound on the queue overflow probability. In other words, for a fixetRMe queue overflow probability with FIFO scheduling and priority
value of 3 and the corresponding marking functipi(z), we can get schedullng) as af_unctlon of mark_lng elastlc_lty (i@), Itis clear that
no better QoShan that given by Theorem I11.2. With a finite value ofthe capacity required for supporting some fixed queue overflow prob-
%, (and thus, non-instant source adaptation), the QoS will be wordllity L (for real-time flows) with priority scheduling is the smallest
(as the controlled source will take longer to adapt to a burst). (over scheduling policies) since absolute priority is given to these

To summarize, for each value 8f we compare the best QoS thateal-time flows (see Figure 1). With FIFO scheduling, the important
can be provided by an instantly adapting source (an ideal schem@yiestion to address is: how muektra capacityis needed to support
and the corresponding largest round-trip delay that can be toleratéi9iven queue overflow probability. In this sectionwe quantita-
and still lead to system stability, if the same marking function wek¥ely show that this extra capacity can be significantly decreased by
used with a proportional fair controllerSuch a trade-off is parame- @PPropriately changing the marking elasticity without changing the
terized by, the elasticity of the marking function. The more elasti€quilibrium traffic rates.
the marking function is, the worse is the stability behavior{dze- The lower bound on the rate function in Theorem IIl.2 provides an
comes larger in (12)). On the other hand, increagirimprovesthe  Upper bound on the queue overflow probability (which is a function
QoS behavior for the real-time uncontrolled flows. For this reaso?f, the capacity at the router). Thus, Theorem II1.2 can be used to
we refer to this study astability-elasticity trade-off. derive the (upper bound) capacity required to support a given QoS.

We illustrate this trade-off in Figure 4. For each marking function With priority queueing (where only stochastic uncontrolled flows
in Table 1, we plot the trade-off between largest allowable round-tr@se considered, since controlled flows do not affect the queue dy-
delay for stability and queue overflow probability as a parametric plag@mics for the uncontrolled flows), a sufficient condition of required
of 3. The parameter settings for Figure 4 are thaf', w, and the link  capacity (in the large number of flows regime) for a given queue over-
utilization are set to b&00, 100, 5, and 95%. Uncontrolled arrivals flow probability [12] and for the queue stability is given by:
are modeled by bursty two state-Markov ON-OFF process, where
packets arrive at the rate of 500 pkts/unit-time in the ON state, and
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