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Abstract— This paper focuses on congestion control over multi-
hop, wireless networks. In a wireless network, an important
constraint that arises is that due to the MAC (Media Access Congested Region
Control) layer. Many wireless MACs use a time-division strategy l
for channel access, where, at any point in space, the physical
channel can be accessed by a single user at each instant of time.

In this paper, we develop a fair hop-by-hop congestion control
algorithm with the MAC constraint being imposed in the form
of a channel access time constraint, using an optimization based
framework. In the absence of delay, we show that this algorithm
are globally stable using a Lyapunov function based approach.
Next, in the presence of delay, we show that the hop-by-hop
control algorithm has the property of spatial spreading. In other
words, focused loads at a particular spatial location in the
network get “smoothed” over space. We derive bounds on the
“peak load” at a node, both with hop-by-hop control, as well as
with end-to-end control, show that significant gains are to be had Fig- 1. Spatial Spreading with hop-by-hop controllers
with the hop-by-hop scheme, and validate the analytical results
with simulation.

Keywords: Control theory, Mathematical program-

ming/optimization wireless multi-hop networks with the constraint imposed by
the MAC. We develop a distributedop-by-hopcongestion
control scheme, which is shown to be stable in the absence of

. . _é)ropagation delays.
We consider the problem of congestion control over wire- Hop-bv-h i trol algorithms h b tud
less, multi-hop networks. Nodes in such networks are radio- Op-by-nop congestion control aigorithms have been stud-

equipped, and communicate by broadcasting over wirel SQ in the Internet context [7], [8], [9]. Such schemes prievi

links. Communication paths between nodes which are not ﬁ]edback about the congestion state at a node to the hop

radio range of each other are established by intermediaﬂ&eno'oreceding it. The _preceding node then ad_apts i_ts transnmis_si
acting as relays to forward data toward the destination. T@te based on this feedback. Feedback is typically provided

Destinations

2-D Network

I. INTRODUCTION

diverse applications of such networks range from community [8], [10], [11], [9] based on the queue length at the
based roof-top networks to large-scale ad-hoc networks. ongestgd F‘O.de-. If the queue Iength. exceeds.a thre'shqld,
Over the past few years, the problem of congestion Comr%qngestlon is indicated and the preceding node is notified in

has received wide-spread attention, both in the Interneteso order to decrease its transmission rate. It is well known tha
[1], [2], [3], as well as in an ad-hoc ’network context [4]. MOSSUCh schemes, by reacting to congestion faster than eadeto-

of this research has focused on modeling, analysis, akgorit schemes (the bottleneck node would send feedbackward

development of end-to-end control schemes (such as TC s decreasing the delay in the control loop), result itebbet

and adaptation of such schemes to ad-hoc networks. GiVE formance than a corresponding end-to-end scheme. How-

routing path and bandwidth constraints, algorithms haenbeEVe" Internet congestion control has been dominated by end

developed which converge and have a stable operation. to-end s.chemles (in particular, TCP), and research in altern
In a wireless context, however, an important addition echanisms in the recent past has focused on the same [1],

constraint that arises is that due to the MAC (Media Acce | [2], primarily due t'o scalability and deployability. dp-
Control) layer. Many wireless MACs use a time-divisio y-hop schemes require to have per-flow state management

strategy for channel access [5], [6], where, at any point intermediate nodes, which generates scalability proble

spacethe physical channel can be accessed by a single use guever, in a wireless network, the number of flaws per

each instant of time (a time constrainThis paper formulates ngde is of a much smaller order than in the Int_ernet. Further,
an optimization framework for congestion control algaritin wireless networks.usually have per-flow queueing for reason
of packet scheduling [5], and the fact that different usees a
This research was partially supported by NSF Grant ACI-63@5and a at different locations, thus requiring different physidayer
grant from the Texas Telecommunications Engineering Progfexa EC). strategies (such as the channel coding and modulation schem
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In this paper, we develop a hop-by-hop control scheme, This paper differs in that we develop rate based (end-to-end
which is shown to converge in the absence of delay, aatd hop-by-hop) controllers with the objective of (weighte
allocates bandwidth to various users in a proportionally-f proportionally-fair resource allocation among users, wiith
manner. In the presence of delay, we show that it has tNAC constraints. We derive explicit bounds on queue lengths
property ofspatial spreadingIn other words, focused loadsin the presence of propagation delay, both with an end-tb-en
at a particular spatial location in the network get “smodthe and hop-by-hop scheme, and demonstrate spatial spreading
over space. In Figure 1, we illustrate this effect. Consideith hop-by-hop control.

a node accessed by a number of flows. While an end-to-
end control scheme could result in large transient ovedoag
(due to delayed feedback) at a single node, a hop-by-hop
scheme will “push-back” and cause congestion to occur overWe begin with a description of the system model in
space, resulting in smaller peak overloads. Thus, eveneif tRection 1ll, and discuss an utility function based network
bottleneck node is very close to the receiver (the “worsketa OPtimization framework.

for a hop_by_hop Scheme)' there are potentia| gains to beNeXt, in Section VII, we illustrate Spatial Spreading in Epho
had due to spatial spreadingience, even if the total buffer by-hop algorithm by means of deriving bounds on the peak
requirement over the network is the same, the hop-by-h@pgeue lengths in the presence of feedback delay. We provide
Scheme ensures that the buﬁers required are Spatia”yasbresimulation results in Section VIl to validate the analySiS

Organization

II. MAIN CONTRIBUTIONS lIl. SYsTEM MODEL

The main contributions in this paper are: Consider a network with_ a sét of Iin!<s, a s_etV of vertices
\ We devel iohted ionallv-fai . (nodes), and let; be the finite capacity of link, for [ € L.
(i) We develop (weighted) proportionally-fair congestion:, - vertex corresponds to a node in the network. Each data

control algorithms (both hop-by-hop as well as end-q,, .. i the network corresponds to an ordered sequence of

end) with the MAC constraint being imposed in the forrTI\'inks I € L, and we denote? as the set of possible sessibns

of a channel access time constraint, using an optimizaticmus, we model a wireless link between any two nodes in the
based framework. In the absence of delay, we show ”H’étwork to have a finite positive capacity

]Ehesg algtj)orith(rjns are glr:)bally stable using a I‘3/"‘“)L‘r]c’\’ln reality, wireless channels are time-varying [19], eadtihw
. unction Pasea approach. . . some average capacity which will depend on the physicaflaye
(i) We consider the evolution of these algorithms in thgcheme. However, in this paper, we model the link to have a

presence of propagation delay. We analytically show t fed capacity. Such a model is accurate in two regimes: (i)

effect of spatial spreading, by explicitly deriving theWh the ch | ch kedby the phvsical |
reduction in peak buffer overload under the hop—by—hog ere the channel changes anaskedvy the physical ayer

h ‘ ¢ work. We show that at a botii Eding and modulation scheme so as to present a “constant
scheme for a tree network. Ve show that at a boteneeK, hqa 1 1o the higher layer, or, (ii) the channel changeshmu
node, the difference in the peak queue length between

. HBwer than the congestion control scheme. In this casegusi
e”d'to'e”g scheme and a hop-by-hop scheme is at legje gcale decomposition argument, we can then formally
of order L*N, W_hereL is the number of hopsy is the justify a constant channel model at the time-scale of the
number of sessions, and for some> 1. congestion controller (thus leading to a fluid model for the

MAC). Further, as in [18], we assume that at any instant of

A. Related Work time, data flows that do not share nodes can transmit/receive

The work of [12], [2] provides an optimization based frame§|multaneously, but data flows that share a node cannot do

X . e so. In other words, simultaneous transmissions can tale pla
work for Internet congestion control and derives a difféisn over links (i.e., between a pair nodes) as long as the links do
equation based distributed solution. Works of [13], [14]i1 o P 9

[3], [15], [16] study the stability of such end-to-end caiters not s.hare a common node. .
in the presence of feedback delay. This, for instance, models a wireless system where mul-

: . . tiple frequencies/codes are available for transmissiainu
In [8], [17]’. [7], [9], using & simulation bgsed approacte thFDMA/CDMA), and enables parallel communications in a
authors provide hop-by-hop control algorithms and show tha

the hop-by-hop schemes react faster than end-to-end see neighborhood using such orthogonal FDMA/CDMA channels

€ e . . o i
thus reducing buffer requirements. In [10], the author pems rPsee [18] for additional discussion). In addition, allogin

X . %imultaneous parallel transmissions could also modellesise
a framework for congestion control and routing based on pus . .
sgstems that employ interference cancellation [19].

back, where-in, queue buildup at a down-stream node caus 'Tfhus, access constraints at the MAC/PHY layers arise due
upstream nodes to decrease rate and use alternate paths. Th

has been extended to the multicast case in [11]. t0 the fact that each node has only a single transceiver, and

: . hence cannot perform multiple transmissions or receptions
Related work includes [18], where the authors consider P PIe . P
e L : Imultaneously. We next describe the constraints on tha dat
max-min fair scheduling in the context of a wireless networ, N
: . : : ows that follows from this wireless system model.
using a similar model as that considered here for media acces

control .(MAC): The authors develop a token *?ase_d IocallWe use the words 'session’ and 'flow’ interchangeably thraug this
scheduling policy at each node to ensure max-min fairnessaper.



restrict ourselves to only time constraints. In generak th
S time constraints presented above ag sufficientto ensure
that a feasible MAC protocol exists [18], [20]. However, a
feasible MAC always exists if the time constraints are rethx

by replacing the RHS of the expressions (i.e., the term '1")

by a parametep < 2/3. This corresponds to the fact that
® 100% utilization of resources at each node may not be always
Ss feasible because of the network topology (see [18] for an

example). However, it has been shown in [20] that if the time

Fig. 2. Example network for time and link constraint o . .
g P constraint is relaxed t@/3, a feasible MAC always exists.

TABLE |
LINK AND TIME CONSTRAINTS FOR THE EXAMPLE NETWORK INFIGURE2 ~ A. An Optimization Problem

Let us denoteN (L), N(V), and N(R) as the number of

[ Link Constraint | Time Constraint | links, nodes, and sessions, respectively. For any lirdnd
ot < T < sessiom, let A;, = - if link 7 is in the path of flowr, and0
zre <1 w2 <1 other-wise. Thus, we define the mattike RN (L) *N(R) py
z1tx3 <1 zi1tx3 <1

C; - C; -
3 miter 4 1‘2:2323 N .mc-:ws <1 A A =1/¢; if link 1 in session r, )
0 otherwise

) ) Similarly, defineG,; = 1 if link [ is incident on nodey, and
There are two types of constraints that are imposed, nameJyyiher-wise. Thus. define the matigke {0, 1}V *N (L) jg

(i) the link constraintand (i) thetime constraint The link  yafined by
constraint corresponds to the fact that the sum of date rates

of all sessions that traverses through link L is not greater Gu =1 if link | incident on node v,
than¢;, the capacity of linki. g=

The time constraintmeans that at any instant of time, there
can be only one instance of communication at a given node Usingg and A, time constraint for a given network can be
To illustrate a fluid model for this constraint, we considar aéxpressed as:
example shown in Figure 2.

The network consists of three sessidiis S, andSs, with GAx < (1 —¢)1 ©)
each of the sessions traversing two links as shown in Flg.urefar somee € [07 ]_], andx Corresponds to the vector of user
Letz;,i = 1,2,3 be the data rate of the sessions respectivelfata rates. The parametecorresponds to the “efficiency” of
We observe that the time constraint is imposed on eaxe the MAC protocol used, and additionally models the feaisjbil
in the network. Let us consider node 'C’ in the figure, angf a MAC protoco| for the given network topo|ogy (See

)

0 otherwise

definey;,i,j € {1,2,3}, by Section Ill, as well as later in this section for additional
o discussion).
Yii = ¢ For each user (sessiom) let =, be the data transmis-

sion rate. Associated with each user (session) is a utility
function U,.(-), which is the “reward” or utility that user

o . o . ransmittin he r . 12] for further
over anunit interval of time Similarly, ;3 is interpreted as gets by transmitting at the rate af. (see [12] for furthe

: . i~ . discussion). Assume that the utilify,.(x,) is an increasing,
the fragnon of time expended by _node c tq trangm_lt dat%‘trictly concave, and continuously differentiable fuoatiof
of sessionl to nodeD over anunit interval of time Similar

) ) . .z, over the ranger,. > 0. In this paper, we restrict ourselves
interpretations hold for all;;. Thus, as total fraction of time ;" ~ "= R .

' . . to weighted proportionally fair utility functions of the rfim
expended at node 'C’ cannot exceed '1’, ttime constraint g brop y y

Observe thaty;; can be interpreted as thfeaction of time
node 'C’ expends to receive data of sessiofrom node A

at node 'C’ is UT(') = w,log("). From a resource allocation point of
view, the resource allocation achieved under any concasie an
Zyii < 1. increasing utility functions can be achieved by a weighted

i proportionally-fair allocatiofi[21] through appropriate choice

Similar time constraints apply for all other nodes in th((e)f We'ghts.{wT}' . _— b
) . . The objective is to maximize total utility in the network
network. Table | presents various link and time constrdiots . . : . :
subject to the link and time constraints. In this paper, we

the network in Figure 2. As we can observe from the tabl : . :
the link constraints are subsumed by the time constrainty. Agévelop congestion control mechanisms to share the  time

link constraint is trivially a time constraint, if it is thenty resources in the network in a (weighted) proportionally fai

flow and terminates at the node. In all other cases, the tinmeanner. We consider a fluid model for the MAC, and do

constraint is StriCtly s:trong.er than a I?nk ConStrai.m- $hwe 2However, the transient dynamics of a decentralized coeftrathay be
do not need to consider link constraints, and will hencéfortiifferent.



not focus on the actual implementation of the resource shar\We now present rate adaptation mechanisms for session
ing mechanism at each node. For example, an ideal MASurces. At each time, we denote the transmission rate of
algorithm would allow the maximum possible (subject tsession by z,.(¢). Suppose that,.(¢) adapts according to
MAC feasibility) time-resources at each node to be used for 1 1

successful data transfer. However, an ALOHA based MAE-(t) = ’@(wr — (1) Z ((C — + o ))‘.j(t)>)»
would have inefficiencies associated with it, which would jeA () @) Tolir)

allow only a fraction of the time resources at a node to be ™
used for successful data transfer. At the fluid time-scéle, twhere

details of these different MAC protocols manifest only as an Ai(t) = pj( Z :vs(t)( 1 L 1 )7 ®)
efficiencyfactor that is captured by the parametein (3), s€D(j) Cli(js)  Clo(s)

which governs the fraction of time that the time resource (5”) is a marking functionat nodej, and determines the

at each node can be used for successful data transfer. PAS .
discussed earlier, the efficiency factor is chosen suclstirae fraction of flow to be marked. Herd)(j) corresponds to the

. i : set of sessions incident on nogle
MAC prqtocoll IS feagble for the given network to_pology..ﬁ.ro This function is an indicator of (time) congestion at a node,
our earlier discussiors > 1/3 ensures that a time-division

X o and sources adapt based on the congestion indication [12],
MAC is always feasible independent of the network topolo ; . S
[20]. Further, an inefficient MAC scheme (such as rando }é]. As in the Internet context, this function is assumed ¢o b

would b iated with a larger val f a continuous, increasing function with range1].
access) ould be associate a larger value. o Observe that (7) is analogous to the differential equation
Thus, with session rates= (z,.,r € R), we need to solve

developed in [12]. However, (7) differs from the algorithrh o
P: max} .pw,log(z,) [12] in that (7) handles relative transmission or receptiores
instead of actual rates.

subject to GAx < (1— o)1 . To understand the. intuition .for ), observg tha)t is
- interpreted as the price for using nodeper unit time. In
over addition, zr(t)(c,,(lj Sta <1j T)) is the fraction of time the
x>0 MAC at node j expends in receiving and re-transmitting

As the cost function is strictly concave and the constrainiss (0 the next hop) the data from sessionAs time is the
convex, there is a unique solution o In following sections, "€Source in our formulation, the total cost of using ngde

1 1
we develop a decentralized congestion control algorithrﬁgualsxr(t)(cliw) + a,5)- Thus, the source conges-
(both hop-by-hop and end-to-end) to addrBss tion control mechanism tries to equalize the aggregate cost
z,(t) szAS(T)(,,.)((T% + ﬁ)xj(t)) with w,..

IV. DISTRIBUTED END-TO-END ALGORITHM
A. Algorithm Description B. Marking function

In this section, we develop an end-to-end congestion cbntroAS discussed earlier, corresponding to each npdie the
algorithm to solveP. As the optimization problem has anetworkis a marking functiop;(-). In this paper, we consider
strictly concave cost function, and convex constraintssalee @ marking function of the form

P using Lagrange multipliers. The Lagrangian of the problem y—ti\t
Pis: pi(y) = (—> ®)
Y
L(x,\) = Z w,log(z,) + AT(GAx — (1 —€)1).  (4) As seen in (8), the parametgrof p;(y) is the sum of MAC
reR time utilizations byall flows, both incoming and outgoing, at

We denote the input and output link of a sessioon v when node.

a session goes through asl;(v,r) andl, (v, ), respectively ~ Thus,p;(y) marks the fraction of flow which exceedgime
(for instance, in Figure 2, arg(C,1) = 1 andl,(C, 1) = 3). thresholdt;. Observe that the total time utilization at the MAC
For completeness, for the source and destination nodes, G@@not exceed. Thus,t; < 1 is a parameter thatontrols
definec;, (s(r),r = o0 andey, (4., = oo respectively, where the desired time utilizatiorat the link. For instance, for an
the source and the destination of sessi@re denoted by(r) inefficient MAC (say, random access), one would f5e& 1.
and d(r). Let us denoted;(r) as the set of all downstreamWe will discuss the choice of this parameter in Section IV-C.
nodes fromj in the path of session. Thus, A,.(r) is the

collection of all nodes in the path of sessign C. Stability Analysis
By differentiating (4), we have In this section, we show that the system of controllers
dL  w, 1 1 defined in (7) is globally stable. The proof is analogous to
== > ((——+—-)X)=0 (9 thatin[12]. Let the functiorl/(x) be defined by
T edm THOT RO S
s - €1;(4,s Clo(d,s
Therefore, the unique solution to the probléms given by U(x) = — Z/ T i) dy
the following condition: jev /0
o = Wy 6) + Z w, log (10)

1 1
ZjeAs(r)(T)((cli(jm) + Clo(4,m) )A]) reER



We can show thal/(-) is a strictly concave function, with congestion price from its downstream nodes and controls its
a unique equilibriumx*. Analogous to controlling utilization transmission rate based on it.

by using a virtual capacity [22], [15], the equilibrium rate Let us denote:’(t) as theactual transmission ratet the

x* can be suitably chosen by choosing appropriate values feth hop of sessionr in the hop-by-hop control algorithm.
the time thresholds{t}}. In particular, this choice could be Corresponding to each nodealong the path of session is
such that the equilibriunx* solves the optimization problema virtual transmission rate-Z (¢), which is described by

P discussed in Section Ill-A. Adaptively choosing these pa- 4 1 1

rameters in a manner similar to that in [23], [22] is a topic fo ¢i(t) = /f(wr —a,(t) Z ( : + ) Aj (t)),

future research. We now show that the congestion contsoller jean(r) NG Clolim)

described by (7) and (8) converge to this equilibrium point. ‘ ‘ ‘ (11)
Proposition 4.1: U (x) is a strictly concave, Lyapunov func- ay () = minfe) (£), a;~ (1)), (12)

tion for the system of differential equations (7). The UBQupere is the node corresponding to thih hop of session
value ofx maximizingU/ (x), denoted byx" is a stable point ,. "y (1)} are defined similar to that in (8), but with the

of the system, to which all trajectories converge. actual transmission rates instead of the source transmissi

Proof: We skip the details for brevity. B (ates. Along the path of each flow and for each hop, the
initial conditions for the virtual transmission rates ass@amed
V. DISTRIBUTED HOP-BY-HOP ALGORITHM to satisfyci(0) > c¢t=1(0) (in particular, all of them could be
In this section, we develop a distributed hop-by-hop aia_qual).

. . . Thus, in the above algorithm, we sum over all prices
gorithm for congestion control. First, we observe that th .
. ) ownstream along sessienThus, each node operates a (per-
congestion controller at the source of each session reasé&ib

: : flow) controller based on the perceived congestion due to
on the sum of the congestion prices at each node. Inste : : )
; : : ownstream nodesnd determines the maximum rate it can
of passing this feedback downstream as in the end-to-end . : L .
nsmit at (the virtual transmission rate). The actuat it

. . tr
algorithm, one could envisage a scheme where each n%ﬁ%oses transmits at the rate of the minimum ofiti@ming

passes the .(partlal sum) pncelupstream. In ot.her W(.)rdfh’ “Xata ratd from i — 1-th hop node in the session’s path (the
node adds its current congestion cost to that it receivenh fro_ " Y ; .
evious hop node), i.e52*(¢), and the maximum possible

i ) r
a downstream node, and passes this information toward 81? i
rate c..(¢).

upstream node. The source will ultimately receive the SUM\ve comment that at each intermediate node, the controller

of all price information from the corresponding downstrearH . N
. : : as knowledge of the local link rates, as well as the “ramp-
nodes and use the information for controlling rates. Werrefe

. . . . up” constantw, for each of the sessions that is incident
to Figure 3 for the illustration of the hop-by-hop algorithm on the node. It can be shown that the stability analysis

feedback A:LAa(t) + (& + L)As(t) + LAc(t) and later analysis are valid even if the node uses an upper
bound on the ramp-up constant. Thus, from an implementation
perspective, one could assume that.} are globally bounded

feedback B:(Z7 + ) As () + ZAc(t) by some valuew, and use this value at each intermediate
node. Heuristically, the convergence proofs are valid even
feedback C:-L \¢(t) when a bound is used because the data transmission rate into
c2

the network is ultimately governed by the source, which will
use the correct value af,.. However, to keep the exposition

feedpackA | Jteedbak® | feedbacke simple, we will use the exact value of,. at each node in this
::y’/ \\‘\r’/ \\‘\ paper'
Source) # 1 # 2 Proposition 5.1: The transmission rates for the hop-by-hop
Al B | C : Destination controller described in (11) and (12) converge to the elguili
ai(t) ai(t) rium valuex* = (z%,...,2%)7 given in Proposition 4.1. In
e - particular, for each route, and for each hop, a’(t) — x*
session 1
ast — oo.
Fig. 3. hop-by-hop Congestion Control Algorithm Proof. We skip the details. The proof is available in [24].
[

The basic idea of a hop-by-hop algorithm is that every
node in the path of the session operates a congestion control
algorithm. In Figure 3, the congestion price at nodeis  In the previous section where we proved stability, we
passed to the upstream no#e Node B computes its local assumed that the time resource was large enough so that
congestion price and adds it to the congestion price fronenogueueing did not occur (or equivalently, the time threshold
C. Node B adapts its transmission rate to no@ebased on t are Suitably Chosen). In this section, we do not make such
this sum of congestion prices. In addition, nabgpasses this _ ,

For the source node for each flow, (12) is not considered, & tis no

sum of two prices to the upstream node Using this "price psiream node. Instead we let the actual and virtual trasimisates to be
passing” method, the source of sessibmeceives aggregate the same.

VI. CONGESTIONCONTROL WITH DELAY



an assumption. We will study the dynamics with queueing in  output flow rates equal the input flow rates, we decrease

the presence of feedback delay. the transmitted output rates such that the time constraint

For the end-to-end algorithm, we denote the output trans- is met. In other words, we choos€t) < (0, 1] such that
mission rate of session at k-th hop traversing the link by E7(t) + a(t)EL(t) = 1, and set the output transmission
z¥ (). The superscripk corresponds to the fact that lirikis rate by xff,zn(j,r)(t) = a(t)mfyzl(j‘r)(t). The remaining

k- th hop of the path of the session Thus, z* (t) and flow (of fraction 1 — «(t)) is queued at nodg.

rl (gr)

ok, .(t) are the incoming input and outgoing transmissiofil) £r(f) + Eo(t) <1
rate |h the end-to-end algorithm respectively. In this case, the output flow rate for each session can
Similarly, for the hop-by-hop algorithm, we denote the be set toat leastthe input rate of the corresponding

actual and maximum (virtual) sending rate of sessia k-th session. If some of the sessions have strictly positive
hop traversing the link. by ¥ () and c¥,(t), respectively. queue lengths, i.e., users with backlogged queues (cor-
Thus,a’;lv( ot )andarl G T)( ) are the actual incoming input responding to congestion in the past), these users are
and act’ulaI? outgoing transmission rates of sessian node; allocated output rates that are greater than their input
respectively. rates. The rates will be allocated in some fair manner (for

Finally, each node has a per-flow buffer to temporarily store ~€xample, a proportional rate increase to all backlogged

data before forwarding. We denote the queue length of sessio  USers), subject to the timing constrain being met. Let us
r at nodej by g, (). denoter(t) be the set of backlogged sessions at node

j at time t. We choosea(t) > 1 such that the time
utilization at the node is less than or equal to one, and for

all sessions' € Qf (1), xf, (; \(t) = a(t)z}, 1, (1)

A. The End-to-End Controller with Delay

Unlike in the delay-free case considered in Section IV,

queueing can occur at intermediate nodes due to feedback . .
delay. In this section, we describe the detailed dynamics%cf The Hop-by-Hop Controller with Delay

rates for a session at each node. .We now devglop the dyqamics of the hop—by—hop contr.oller
For each nodg, let us definef’ i(t) b W|_th dglay. As in _the Sgcuon VI-A, we define the total time
- utilization due to incoming flows at nodg by
i xr r ( ) k—1
Ejt) = TrliGr) . @0 Gr) (t)
25, o m -y Snl

reD(j) Cli(G,r)
Thus,E-}(t) is the fraction of the time resource at the MAC o
node;j consumed by incoming flows, add(;) corresponds to
the set of sessions incident on nod&\Ve will assume that the

Let us denot@j(t) be the set of backlogged sessions at node
j at timet, and define

MAC protocol at the nodes ensure th&f () < 1. Thus, if a , c, G @

timing overload occurs at a node, data loss will occur, caysi Hp(t) = Z C—

unsuccessful transmissions to be queued at the precedmg ho reD) o)

(where the data was transmitted from). We assume a suitable reQ; ()

error and collision detection mechanism exists such thet da min[cf, (), a0 ()]
is queued in case of timing overload. Thus, from a fluid * Z L)

model perspective, we can assume that the successful data 2Ot (0 o
transmission into a nodg sausﬁesEJ( ) < 1. In addition, !

a poor MAC protocol may not be able to support a t|mwherecrl (;,m(t) is the maximum possible rate for flowat
utilization of "1’ (for instance an ALOHA based MAC would nodek, and is described by (11). We now consider two cases:
have a maximum time utilization less th&@36). However, (i) H}( )+H(J)( ) <1

in the following discussions, we will assume that the MAC  |n this case, there is no scarce time resource at this node.

can support a time utilization of "1’ for notational ease.eTh If the user queues are zero, the output rate is simply equal
results that are presented can be easily generalized taeah- to the input rate. In general, the output rate for session
MACs by suitable scaling. Let us now define is given by
k 1 k —
Ejo(t) _ Z 7 l; (],r)(t) a’r,lo(j,r) (t) - 1 .
reD() Clo(j,r) min|c) Crlo(4, r)( ), a @1, r)(t)] if ¢rj(t) =0,
&t 1in(®) if 4r4(1) > 0

The interpretation offz,(¢) is the following: If there is no ‘ .
congestion at the nodg the output transmission rates would(ii) Hj(t) + H}(t) > 1

simply be equal to the incoming raté:?é(t) is the time In this case, the time resource at ngdis potentially not

utilization at the MAC in such a case. sufficient to handle the output rate. Similar to Case (i)
We now consider the following two cases. for the end-to-end controller in Section VI-A, we choose
() Ei(t)+EL®) >1 a(t) € [0,1) such thatH7 (t) + «(t)H}(t) = 1, and set

As the time utilization at the node will exceed 'L’ if the  the output transmission rate correspondingly.



VII. SPATIAL SPREADING Thus, the steady-state rate of flgwdenoted byz7 is given

b
In this section, we derive the peak occupied buffer :sizey
with the end-to-end controller as well as with the hop-by-ho ¥ = =
controller described in Section VI. We consider the evolui ! z*(1/er +1/co) —t
of these algorithms in the presence of propagation delay. \W@ere z* is the average steady-state rate over all flows, and
analytically show the effect of spatial spreading by explic s invariant with V.
deriving the reduction in peak buffer overload under the we finally comment that we have assumed that the feedback
hop-by-hop scheme. Consider the tree network in Figure #narks) do not experience congestion, and that the deldyein t
feedback is solely due to propagation delays. As we have per-
flow queueing, a packet implementation to approximate this
could be the following. When congestion occurs at a node,
instead of marking the incoming packet (implemented via
setting the ECN (Explicit Congestion Notification) bit [26]
botfeneck one could mark the head-of-line (outgoing) packet in theugue
pestnaons of the corresponding user. This would ensure that the qoguei
delays are minimized for the feedback, and that the source
gets the appropriate feedback. Such a scheme is feasible in
a wireless context, as per-flow queueing is expected to be
implemented for scheduling as well as physical layer reason

| Let o(t) = 3L 2;(t) andw = £ 37 w;. By

¥
w;T

— Source 4

Source 2.\

N
sessions|

j

Level2 Levell LevelO
Source

Liinks summing (13) across all sessions, we obtain
Fig. 4. A tree network with delay x(t) — {w _ (m(t _ D)(i n i) B t~)+}
Cr CO
1 1 w
with N sessions and. links between each of the sources = (E + g)’f{m
and the common destination. Such a network could model a er _co
community roof-top wireless network, with the common node B (w(t _D)- t )+} (14)
being connected to a wired infrastructure. The source node f (+5)

each session resides on a (different) node as shown in Mgure o - _ B
We assume that each link has a round-trip delay,aind the Now, denotingc = @ R=k(g + ) andw =
corresponding end-to-end delay for the session béing Ld. (L + L)’ we havg o
We assume that the intermediate links (each accessed by “  “°
only one flow) are well provisioned so that congestion occurs i(t) = K[w — (z(t — D) —¢)T] (15)
only at the common access point for all the flows (the
bottleneck node in Figure 4). Since we consider a systq
with N flows, we scale the capacities of the bottleneck no

€

with the input and output capacities of the bottleneck no . .
being Nc; and Nco respectively. This scaling ensures thac{ates byz; (t) andzo (1) respectively. Observe that congestion

1) | zo(t)
the steady-state rate allocated to each user is invariant witRceUr™s at the node | o T 2 L F.urther, observe that
the number of sessionBhysically, this would correspond tox’(t) < c1. We now describe the dynamics of the queue length

a bandwidth scaling at the bottleneck. process. We consider several cases:

1 CJC
We first consider the end-to-end scheme and compute mall ores <wr(t) <cr

imum queue length at the bottleneck node. As we scale the

Next, for each time, under the end-to-end control scheme,
% us denote the average queue length (across sessiohs) at t
g)ottleneck node by¢(¢), and the average input and output

number of flowsN, we need to scale the congestion price §°(t) = x1(t) — zo(t)
appropriately such that the equilibrium rate for each user i z1(t) 21()
invariant with NV (this is analogous to scaling the marking =c—> —co(l——7)

Cr Cr

cr+co Crco
= ( p” )[xf(t) G +00] (16)

function in [15], [25]). To do so, we let the fraction of thewto
x;(t) that is marked be invariant t&. This in-turn implies
that the controller marks based on th@malizedtime utilized
at the node. Hence, the dynamics of each flowt) is given (i) z1(t) < 752 andg®(t) > 0

by The dynamics ofj¢(¢) are identical to that in Case (i).
(i) z;(t) < 22 andg(t) =0
: 1 1 In this case, as the buffer at the bottleneck node is empty,
(1) = R (t — D) (— — ’ ’
%) K[wj 73 )(01 + co) and there is no congestion, we haifét) = 0.
N .
1 1 Thus, with _
p<(N—cl+Nco)kZ_lxk(t_D))} (13) Fiye O 17)

(c1 +co)/er’



we have |
(18)

e, Jar(t) —c if g°(t) > 0,
v {<x1<t>—c>+ if (1) = 0

wherec = %

We next derive the “worst-case” peak queue lengths at the
bottleneck node under the end-to-end controller as well as a
hop-by-hop controller, due to initial transients. L@%,..°(9)
be the (unscaled) maximum queue length at the bottleneck
node with end-to-end control with the round-trip delay for
each session being Thus, this would correspond to the tree
network in Figure 4 havingl links per session, wittkeach . N S S SO S SN SN SN S
link having a round-trip delay of /L. Also let ga.®(d) = o g o m e e
Qmaz(6)/N be the peak queue length for the scaled systegpg 5
defined by (15) and (18). With this definition, we have o

Lemma 7.1:Fix anyd > 0. Then,3(L,, «) with « > 1 and
L, > 1, such thatVL > L,, L*Qmaz°(6) < Qmaz(LJ).

The proof is presented in Appendix A. Using this result, we 1000
prove the main result of this section. Lé&k,.."(d) be the
(unscaled) maximum queue length (due to initial transjents soof
from with the hop-by-hop contrgl and ¢,,.."(5) be the
corresponding scaled queue-length. We then have

Proposition 7.1: Fix anyé > 0. Then,3(L,, ) with o > 1
andL, > 1, such that/L > L,, L®Gmaz" (L) < Gmaxz®(LF).

Proof: Observe that an upper bound on the queue length
at the bottleneck node with the hop-by-hop control can be
derived by assuming an infinite backlog of data at all the sode

Sum Rates

Sum Rates of both controllers with= 1, w = 0.13, and = 0.415.

= Endto End
—— Hop by Hop

Occupied Queue Length at the Bottleneck Node

preceding the bottleneck node (the Level 2 nodes in Figure 4) b

As the control loop for this hop has round trip delaywith

no intermediate nodes, it follows th@t,." (L6) < gmax®(6). o a0 we  am s wo  m aw w0 o
Thus, from Lemma 7.1, the desired result follows. [ |

Remark 7.1:As we are computing the peak load due t6ig. 6. Occupied queue length at the bottleneck ndde=( 20)
initial transients, let us interprelV as the number of flows
which start up at approximately the same time. Then, from

Proposition 7.1, we have for some> 1,
e _ h o msec one-way delay per hop, with the capacity of the link
@maz*(Ld) = Qmas" (Ld) O(LN) being 40 kbytes/sec. However, due to the time constraint at
Thus, even if number of flows are relatively small, potehtial the MAC, this capacity will be shared by the incoming and
significant gains are to be had due to the multiplicativeatffeoutgoing components of each flow.

of the delay in the control IOOp. In Section VI”, we will see Figure 5 shows the aggregate rate at the bottleneck node
that we achieve Significant gainS even with Only five flows. with the end-to-end controller as well as the hop_by_hop
controller. We see that the convergence times to steady-

VIIl. SIMULATION RESULTS state are approximately the same, as the end-to-end delay

In this section, we present simulation results that compdfe the same, an“d the bottI?neck node is very close to the
the hop-by-hop algorithm with the end-to-end algorithm. Waestination (the “worst-case” for the hop-by-hop conemll
show that there is a significant decrease in the peak load wiigwever, if we consider the corresponding peak queue lsngth
the hop-by-hop algorithm. at the bottleneck, we see that there is a significant diffa¥en

The topology used in the simulation is a tree network shov@t? predicted by the analytiqal results_in Section VII. This
in Figure 4, with N = 5 and L = 5. In other words, we illustrates the effect of spatial spreading. Even though th
consider a network with five hops, and five sessions. Eagfnvergence properties are about the same, the peak queue
input and output link of the bottleneck node is set to have!gngth at the bottleneck node under the hop-by-hop scheme is
capacity of40. Thus, the equilibrium sum rate over sessions &maller.
the bottleneck node 80 under timing constraint. The round- In Figure 7, we increase the round trip delay fo= 40
trip delay per hop is assumed to Heunits, leading to an (corresponding to a one-way per hop delay of 4 msec), this
end-to-end round trip propagation delayof= 20 units. For effect is exacerbated. Thus, the results in this paper dgue
example, if time is measured in milli-seconds, and capacitpnsidering hop-by-hop controllers for a wireless mutiph
in bytes per unit-time, this system would correspond t® anetwork.
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APPENDIXA: PROOF OFLEMMA 7.1

Lemma 9.1:Fix anyé > 0. Then,3(L,, «) with « > 1 and
L, > 1, such thatVL > L,, L*Qumaz°(6) < Qmaz(LJ).
Let us define the following time epochs. Lit
be the time such that(¢) crosses;, ¢, be the first time aftet;
such thatz(t) crosses:, ts = t1+0, t4 = to+0, t5 = t3+9,

Proof:

times are illustrated in Figure 8 and Figure 9. Formally, we
can define these time epochs by

t1 =inf{t > 0: z(t) > ¢}
to =inf{t > t; : x(t) > ¢}

ts=1t1 +6
ty =to+ 9
t5:f3+(5

te = inf{t >ty : x(t) < ¢}

We note that depending o, ts can be greater (Figure 8) or
less (Figure 9) thams;. Also denote the corresponding values
of the trajectories byR 4 = x(t4) and R = x(t3).

Now observe that the peak queue length at the bottleneck
node is given by

te
Gmaz(0) :/ x(t) dt (19)
to

We assume that the initial condition satisfigs) < ¢, Vs < 0.
First, we note that for fixed such thatéx < 1, we have
Imaz®(9) < gmaz®(1/K), which follows from a monotonicity
property of the peak queue length with respect to delay
(we skip the proof due to space constraints). Thus, we will
henceforth consider the case whére> 1.

By the assumption about the initial condition, o\er, ¢s],
we have

x(t) = kRw (20)
Using the fact that — ¢ = kKw(ty — t1), we have
ty — ) = & — 1 (21)
RWw K
In addition, )
tg—tg=to—t = = (22)
K

We can see that(t) achieves the maximum &f sincei(t4) =
0. This follows from the fact that

#(ts) = FK(w—x(t2)p(z(t2)))
= K(w—ep(c))
0.

Now, letz(t) be the input arrival rate at timeto the bottleneck
node. We havez(t) < ¢;, from the input link bandwidth
constraint at the bottle neck nddRecall thatRp = x(t3).
As Rp — ¢ = (t3 — t1)kw, we have

Rp =6k +¢ (23)

Depending the relative values of andtg, the trajectory of
Z(t) is either of the form shown in Figure 8 or that in Figure 9.
We now derive a sufficient condition ofk such thatts >

tg. It can be shown that the upper bound %y denoted by
ts, occurs when the input link bandwidth constraint does not
limit the arrival rate at the bottleneck node (i.e(¢) = x(t)),

4Thus, it is possible that(t) < z(t), in which the MAC could cause data
to be temporarily buffered at nodes preceding the bottlemede, see Case

andtg be the first time aftet, such thatc(¢) crosses:. These (i) in Section VI-A.
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which corresponds to the caggy > ¢y in Figure 9. We define Thus, from the equations (27) and (29), when we have-

y(t) = z(t + t3), and we have Rpg, the peak queue length is given by

y(t —0) = a(t+1t3—9) A(S1) + A(Sy) = 2&(5% —1)%+

= Rwt+¢ " 5
(14 v=T+25%) ")
Thus, fort € [0, ], we have + G
y(t) = R(w — (Fwt + ¢)p(Rwt + ¢)) N (1+V—=1+20r) (6kw — w)
= K(w — Rwt) (24) K ,
1+V-1+20k) w
Using the fact thay(0) = Rp, from (23) and (24), we have + ( 5= K) @ (30)
5 , ,
y(t) = Rt — Rwt )+ AR + ¢ (25) Next, we consider the case whete< Rp. Lett., be the first

time aftert, such thatz(t) hitscy. Let us defined; = t., —to,
By definition, we havey(5) = x(t;). We now derive the and we have

condition ondk such thaty(d) = c. This will correspond A, = cr—c¢
to t76 =15. RW
Fwt N Next, define fort € [0, Ay],
y(0) = ¢ & K(wt — )+diw+c=c - ~
2, nt) = @(t+ta)
& F(w6 — "0y 4 6RE — W =0
& (RO)? —4R6+2=0 (26) and fort € [0,0 — Ay}, define
Solving, we getid = 2 + /2. Thus, for all§ > 0 such that Pa(t) = Z(t+ta+Ay)
k& > 24+/2, this condition ensures that the trajectoryadgt), Thus, we have
and thusz(t), is of the form shown in Figure 9. s
Further, from the monotonicity property of the queue length yi(t —0) = kwt + ¢
with respect to delay, for fixe&, and anyd such thatxd < g2t — 8) =g (31)

2+1/2, we havegaz©(6) < Gmaz® (”Tﬁ) . Henceforth, we

only consider the case whek& > 2 4 /2 (corresponding to )
Figure 9). y1(t) = K(w — (RFwt + c)p(kuwt + c))

The peak queue-length computation differs depending on = —R2wt (32)
the relative position ot; with R4 and Rg. We first consider
the case where; > R, (see Figure 9).

Let us denote the area of the regish (over the time 2(t) = (@ — erpler))
interval [t2, t3]) in Figure 9 byA(Sy). Then,

Thus, fort € [0, A¢], we have

Similarly, fort € [0, — A;], we have

= —k(cr —¢) (33)
A(Sy) = %(ts —t2)(Rp —¢) Also, by definition, we have
= Y (or—1)? 27) n(0) =
25 72(0) = 71 (A) (34)
By definition, h . .
y aefinition, we have Thus, integrating, we have

A(S:) = /O y(t) dt, (28) 0 = 5 4o

where s is chosen such thaj(s) = ¢. From (25), we have Go(t) = —F(er — )t — —(c1 — ) + er (35)

s = V2L Thys, we have 2w
s In addition, definingf to be the first time such that (¢) = c,

A = [ i) - cyar .
0 ) f:i(1f’2~0) (36)

=\ S~ ~ K w

—((1+v—-1+26
— <( * _ H’) Kw> Thus, the peak queue length at the bottleneck node when
6 K2 Rp is given by

| (L4 VET520%) (3@ - @)

K
L evETy 267)" @
27

(29) =—(26 — A¢)(ecr — )+ M, (37)
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Ay _ t_ ..
where M = fo S (t) dt + fg y2(t) dt is independent of. [24] Y. Yi and S. Shakkottai, “Hop-by-hop congestion comtaver a
Finally, we need to perform a similar computation when wireless multi-hop network,” Technical Report, Wirelesstiarking

. . and Communications Group, Department of Electrical and Compute
Rp <cr < Ra. We Sklp the details due to space reasons. In Engineering, The University of Texas at Austin, 2003.

any case, it can be seen that (37) provides a lower bound, @8] S. Shakkottai and R. Srikant, “How good are determinifitiid models

(30) provides an upper bound for this case. of Internet congestion control?,” iRroceedings of IEEE InfocanNew
York, NY, June 2002, vol. 2, pp. 497-505.

~TO complete our proof, choosg large enough such tha'[[26] S. Floyd and V. Jacobson, “Random early detection gayewfor
LES > 2+ /2. From (37) and (30), the result follows. = congestion avoidance,IEEE/ACM Transactions on Networkingol.
1, no. 4, pp. 397413, August 1993.
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