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Abstract

In a wireless/mobile network, multimedia applications

may experience severe performance degradation by high

bit error rate, low bandwidth of the wireless link, and

frequent disconnections due to fading or mobility. Es-

pecially in the wireless/mobile data network without any

bandwidth allocation or admission control, the low band-

width link should be shared fairly among 
ows. We in-

vestigated the wireless link congestion problem by the

RTP-based mobile multimedia applications and proposed

a gateway-based rate control algorithm(GRCA) that em-

ploys an additive increase/multiplicative decrease control

operation with the fast RTCP RR messages. By pre-

venting the congestion over the wireless link the GRCA

achieves the fast rate convergence among mobile multi-

media streams as well as between RTP streams and TCP

connections. To provide a fast control mechanism by

dealing only with the local wireless link congestion the

GRCA is implemented at the gateway, or the the RTP

mixer, instead of the original sender. Therefore the lim-

ited wireless link bandwidth is utilized e�ciently. We

evaluated the proposed GRCA algorithm through inten-

sive simulations with NS-2. The results showed that

GRCA provides the fast rate adaptation, utilizes the wire-

less link bandwidth fully, reduces packet loss rate, and

shares fairly the available bandwidth with RTP streams

or TCP connections.

Keywords: rate control, wireless/mobile network,

CBR, RTP, handover

1 Introduction

As the wireless/mobile networks are widely deployed,
more applications and hosts use the wireless/mobile com-
puting environment. In general the wireless network
is composed of mobile hosts, base stations, and mobile
switching centers. The wireless/mobile hosts communi-
cate over a single wireless link connected to the high-
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speed backbone network.

In the wireless/mobile network, the multimedia appli-
cations will also grow rapidly. However, there are prob-
lems that should be overcome in order to provide smooth
multimedia services in the wireless network: the narrow
bandwidth and the high loss rate. The reliable data de-
livery and the fair bandwidth utilization have become key
issues because the air medium su�ers from high BER(bit
error rate), bursty packet loss, and low limited band-
width. Usually packet loss occurrs due to the wireless
link errors and the congestion at the wireless link.

The wireless/mobile network will be an important part
of the Internet, and applications will not be much di�er-
ent from the wired Internet. Most of the multimedia ap-
plications in the Internet are based on RTP(Real-time
Transport Protocol)[1] and UDP(User Datagram Pro-
tocol) over IP(Internet Protocol). RTP is just a thin
protocol for the real-time applications, and it delegates
error and rate control functions to the application lo-
cated at the source and destination node. It has been
observed that TCP tra�c su�ers from unfairness caused
by multimedia tra�c over RTP/UDP. This is mainly due
to adaptive feedback based congestion control found in
TCP, and not int RTP.

This situation will occur more frequently in the low-
bandwidth wireless link without any QoS(Quality of Ser-
vice) guarantee. To support fairness between the re-
sponsive(TCP) and the unresponsive(RTP) tra�c, many
end-to-end rate control algorithms[10, 11, 8] and the
queue management schemes such as RED(Random Early
Detection)[3] have been proposed. In the wired/wireless
network the end-to-end control for the multimedia appli-
cations might not be so e�ective, because the bottleneck
point would be the wireless link. And it takes a long
round-trip time until the appropriate steps against the
congestion will be useful. This is unacceptable for the
multimedia applications that require real-time data de-
livery.

Therefore, we focus on the intermediate gateway sys-
tem which connects the �xed network with the wireless
link. The gateway can be located at the base station or
at the mobile switching center. And in order to solve
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the congestion collapse problem in the wireless link, we
propose a gateway-based rate control algorithm(GRCA).
The GRCA is mainly designed to provide the fast rate
adaptation, fair share among streams on the link.
Particularly, in order to support fast and smooth han-

dover we must provide a fast rate adaption considering
the multimedia sessions during handover. Under this
scheme, the end-to-end response time is reduced.
The overall gateway architecture is shown in Fig. 1.

The gateway uses the RTP mixer which supports the
end-to-end semantics and adjusts the RTP rate with
feedback from receivers. The gateway controls the RTP
bu�ers situated on top of the IP level input/output
queues.

Source

Encoder

Source

Transmission
Buffer

Receiver
Buffer

Transmission
Buffer Buffer 

Receiver
Buffer

Playout

Fixed Sender

GRCA
sink

Wireless Receiver

Data Flow
Control Flow

Gateway

GRCA

Figure 1: The gateway architecture

It is noted that additional functions such as the re-
covery of lost packets by retransmission, the bandwidth
adaptation between the high speed �xed network and the
wireless network by transcoding are easily incorporated
in the mixer.
This paper is organized as follows. Related works

about the transport protocols in the wireless network
are given in section 2. The proposed gateway-based rate
control algorithm will be described in section 3. The per-
formance evaluation results using NS-2 simulator[12] are
described next. Finally section 5 concludes this paper.

2 Related Work

There have been many studies[4, 5, 9] to adapt TCP in
the wireless network because the successful TCP behav-
ior in the �xed network does not guarantee good perfor-
mance in the wireless network.
Indirect-TCP(I-TCP)[4] separates the end-to-end con-

nection into two in the wired and wireless part. The
sender thinks the agent for the mobile host as the re-
ceiver, and the agent uses another independent TCP
connection to the mobile host by splitting the end-to-
end TCP connection. In this mechanism, it is not neces-
sary to modify the sender. But it is complex to support
the handover because the agent should keep all the TCP
states. Similarly, SNOOP[14] tries to split the end-to-end
connection into two, but it doesn't focus on the trans-
port layer but the link level. The base station caches the
data from the sender and retransmits them when packet
losses on the wireless link occur. SNOOP also supports
handover by sending data to the multicast addresses.
On the contrary, Mobile UDP(M-UDP)[6] and Mobile

RTP(M-RTP)[7] are proposed to adapt non-TCP appli-
cations in the wireless/mobile network. Hence, The RTP

mixer is used to decrease RTP data rate for the low band-
width wireless link. M-RTP also focused on reducing
RTCP rate at the RTP mixer for the wireless host, be-
cause the control data rate may overload the wireless link
especially in case of multicasting. Also they proposed
an RTP data rate control scheme which uses recoding
or intelligent packet discarding with LPTSL(Loss Pro�le
Transport SubLayer)[7]. LPTSL uses a logical data seg-
ment structure to discard packets e�ciently. Although
M-RTP suggests a scheme to control RTP and RTCP
tra�c at the Supervisor Host(SH), they didn't consider
how to adjust its rate to the dynamically changing wire-
less network state. M-UDP can provide enhanced UDP
performance(fewer lost packets) due to the appropriate
retransmission schemes using SH bu�er against the fade
in the wireless link.

Recently several end-to-end adaptive protocols for the
continuous media have been proposed to make RTP and
UDP-based continuous media applications TCP-friendly.
Loss-Delay based Adjustment Algorithm(LDA)[10] sug-
gests a scheme to control the current source rate accord-
ing to the congestion level. The LDA algorithm was de-
signed to reduce losses and improve the utilization in a
TCP-friendly way. So the rate control method resembles
that of TCP; Additive Increase and Multiplicative De-
crease(AIMD). It uses the smoothed loss ratio as the con-
gestion sign. It also used the measurement of the bottle-
neck bandwidth to determine the additive increase ratio
dynamically. The Rate Adaptation Protocol(RAP)[11]
proposed a �ne-grained AIMD algorithm for the stream-
ing applications using inter-packet gap from ACK, and
showed that it is fairly TCP-friendly. [8] presented a
congestion control algorithm for unicast tra�c using the
modi�ed version of the TCP-friendly equation. After
each round of M time units, the sender estimates the
round-trip time. If any packets were lost in that round,
then the sender sets the sending rate to that speci�ed by
the TCP-friendly equation for the loss rate experienced
during that round. If no packets were lost in that round,
then the sender doubles the sending rate.

The above work didn't consider the rate adaptation
speed in the wireless/mobile network.

3 Gateway-based Rate Control

Algorithm(GRCA)

We modi�ed and used RTP mixer as the gateway which
behaves as the sender instead of the original source. The
RTP mixer can receive QoS information such as RTT,
packet loss rate and delay jitter in RTCP RR(Receiver
Report) from wireless hosts. In addition, the RTP mixer
can perform transcoding among several media formats.

In RFC 1889[1] the maximum RTCP rate is limited
up to 5% of the session bandwidth and the interval be-
tween two consecutive RTCP messages should be at least
5 seconds. The next RTCP RR packet sending time is
determined by using this bandwidth constraint, and is
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randomized by 0.5 - 1.5 times to suppress synchronous
RTCP RR implosion. In order to support frequent ses-
sion creations, handover and terminations in the mobile
network, we modi�ed RTCP of the mobile host to send
RTCP RR messages more often when a event occurrs.
This is because a 5 second interval between RR mes-
sages is too long to obtain stable shortly after events
like the frequent handover, short-lived sessions in the
wireless environment. And a 5 second interval is more
strict condition than the 5% of the total session band-
width. It means that under the 5 second interval the
RTCP rate ratio will be very small compared with 5%.
Therefore we relaxed the RTCP RR interval constraint
of RFC1889, while keeping the RTCP rate limit condi-
tion on the long term. We de�ned the dynamic RTCP
rate, RRTCP (t)(% of the total session bandwidth) as a
function of an event(new session or handover) start time
t, as follows;

RRTCP (t) = Rwidth � e
a�t +Rmin; (0 < Rmin; Rwidth �

5; Rmin +Rwidth < 5; a < 0)

The constant a is used to control the decreasing speed
of the RTCP rate to the minimum value. The RTCP
messages are generated at the maximum rate of (Rmin+
Rwidth) at �rst, and then decreased exponentially to the
Rmin. Under this scheme, the sender can adjust its rate
more often just after an event occurrs. But as the link
reaches stable state with fair bandwidth sharing among
streams, rate adjustment happens less frequently.
We assumed the CBR video tra�c source. The inter-

packet gap(IPG) of the CBR tra�c will be almost same
over the single hop wireless link in a small cell coverage
without critical fading or wave blocking. The smoothed
IPG value sent in RTCP RR messages by the mobile host
is used for the rate control at the gateway. A mobile host
computes the smoothed IPG value on every received RTP
packet and reports this value in RTCP RR pro�le-speci�c
extensions �eld. Because the RTCP RR message informs
the gateway of the link QoS with negligible delay, the
smoothed IPG is considered to re
ect the relative current
network state by the low pass �lter. The smoothed IPG
for the ith received RTP packet is computed as follows;

Smoothed IPGi =
� � Smoothed IPGi�1 + (1� �) � Sample IPG,

(0 � � � 1)

The Sample IPG is the inter-arrival time between
(i � 1)th and ith RTP packets and Smoothed IPGi

is computed with this sample and the previous
Smoothed IPGi�1 as shown in Fig. 2. When a succes-
sive RTP packet loss occurrs, the Sample IPG becomes
the interval from the previously well received packet to
the last received one.
The smoothed IPG represents the recently experienced

network status by the mobile host. Therefore when a
gateway receives an RTCP RR message from a mobile
host, it classi�es the wireless link state as congested

current RTCP RRprevious RTCP RR

RTCP RR Interval

Sample_IPG

i th
RTP Packet

(i-1)th
RTP Packet

t

Figure 2: The RTCP RR interval

or unloaded by comparing the Smoothed IPG with the
pre-de�ned thresholds. The unloaded state means that
IPG has not been altered much, and in this case the
gateway increases its rate optimistically. The congested
is detected when IPG value exceeds the threshold. The
gateway decreases its rate by the multiplicative decrease
method against the congested state. It increases its rate
additively for the unloaded state.

Algorithm 1 GRCA: Gateway-based rate control algo-
rithm
1: if (Smoothed IPGi � Congestion threshold) then
2: Multiplicative Decrease
3: else

4: Additive Increase
5: end if

The detailed GRCA behavior is as follows:

� Additive Increase(AI)

GRCA increases the transmission rate additively
in a big step, which will lead to reach the maxi-
mum available bandwidth rapidly. The transmission
rate(Ri) is dynamically increased by the predicted
available bandwidth(�i).

Ri =
jPij

IPGi

= Ri�1 +�i

�i = � � (1� r
b
)f(n)

Pi represents the current received packet size, r de-
notes the current transmission rate and b for the es-
timated wireless link bandwidth which is computed
as the packet size over the minimum inter-packet ar-
rival time[10]. In the additive increase phase the in-
creasing ratio(�i) indicates the predicted available
bandwidth, i.e. the maximum sending rate. Increas-
ing sending rate too highly will result in high packet
loss. In order to prevent the over-estimated trans-
mission rate, we added a function, f(n) = c � n(c
is the coe�cient for the rate increment ratio and n

is the total number of RTP sessions). This func-
tion prohibits the gateway from going beyond the
maximum available bandwidth too fast. � is the
maximum increasing rate by one host at once, and
is set by considering the total RTP session counts,
Nsession.
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� = k � b
Nsession

k represents the average bandwidth usage coe�cient
by each session(We acquired the appropriate value
for k after several simulations. In this paper it is
0.8.).

� Multiplicative Decrease(MD)

MD tries to recover from the congested state by de-
creasing the transmission rate multiplicatively.

Ri = Ri�1 �MDR

MDR = m�
r

b ; (m > 1)

MDR makes the gateway reduce its sending rate in
proportion to the current rate r, in order to rapidly
converge to the fairness state. The reduced rate is
bounded to 1

m
to guarantee the minimum rate and

to avoid the abrupt rate reduction.

With the GRCA at the gateway, the RTP sessions over
the wireless link can share fairly the limited bandwidth.
Especially dynamic AI/MD functions adapt the current
sending rate fast enough to the fair state for all sessions.
The Mobile RTP(MRTP) at the gateway uses the

modi�ed RTP protocol for the RTP mixer, and it noti�es
new events in the RTCP SR message. The MRTP of the
mobile host should report the smoothed IPG and the es-
timated bandwidth of the wireless link in the RTCP RR
message. And the application level gateway is used for
transcoding and handling hierarchical or multiple coded
data received from the source[2]. The GRCA assumes
that this application level gateway converts the original
data to the appropriate low bit rate media format for
the wireless host. Also the mobile host and the gateway
can use the mobile IP protocol to provide the IP-level
mobility and handover functions. The mobile host uses
a modi�ed RTP protocol to report the IPG instead of
the RTT value.

4 Performance Evaluation

In this section, the simulation results of the GRCA algo-
rithm with ns2 are given. We have implemented GRCA
algorithm in the session-relaying mixer and used two dif-
ferent the packet loss models at the wireless link.

4.1 Packet Loss Models at the Wireless

Link

Two packet loss models are considered in our simula-
tion: uniform and two-state Markov distribution. The
uniform error model re
ects the pure randomness of the
wireless link error. The average packet loss rate in the
uniform distribution is set to 1.5% in this paper. Two-
state Markov model is known to be simple but re
ects
the burstiness of wireless link error very well[13]. The
basic states of two-state Markov model are error and

error free. When a packet is sent in the error state
channel, it will be lost. PGE is the transition probabil-
ity from the error free state to the error state which
is de�ned by the inverse of the state occupancy time
LE , and the transition probability from the error state
to the errorfree state(PEG) with LG. In this paper
the state occupancy time is expressed by the number of
packets(LE = 3,LG = 200). On the other hand, it is as-
sumed that the packet loss probability at the wired link
is very low(10�9).

4.2 Simulation Network Con�guration

Fig. 3 shows the network topology used for the simula-
tion.

D0: Destination node over the wireless link

S1 S2 R0 D0

Wired Network Wireless Network

20Mbps
1msec

10Mbps
2msec

20Mbps
3msec

S3

2Mbps
2msec

20Mbps
1msec

R0: RTP Gateway
S0, S1, S2, : Source nodes at the wired network

S0

Figure 3: Simulation network topology

As shown in Fig. 3, the wireless network is a single
hop link. We placed various RTP and TCP connections
on nodes in the above topology and assigned lower band-
width, higher packet error rate, and higher delay in the
wireless link than in wired one. Therefore, the wireless
link between R0 and D0 becomes always the bottleneck.
The start sending rate at the gateway and the original

sending rate are one of 256, 640, and 1500 Kbps. In order
to consider the handover we add or delete the sessions
dynamically.

4.3 Performance Metrics

At �rst we examined the fairness among RTP streams,
and between RTP streams and TCP connections. With
this metric, it is shown that the GRCA utilizes the wire-
less links in the mobile network both fairly and fully.
And in order to investigate how fast the GRCA can sup-
port the handover streams, the rate convergence time to
the bounded fairness state was measured. Also the loss
rate was used to estimate how well the GRCA adjusts
the rate of streams to the network status.
We de�ne the intra-protocol fairness ratio, Fintra(t)

which is the coe�cient of variation(C.O.V.) of the send-
ing rate in the active session i at time t, Ri

r(t).

Fintra(t) = C:O:V:(Ri
r(t)) =

�(R0

r
(t);R1

r
(t);:::;RN

r
(t))

mean(Ri
r
(t))

The inter-protocol fairness ratio Finter(t) is the ratio
of the average RTP session rate to the average TCP con-
nections rate.
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Finter(t) =
mean(Rr(t))

mean(Rt(t))

4.4 Rate Control Behavior vs. Thresh-
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Figure 4: Rate control behavior vs. the threshold values:
sending rate, loss rate and IPG values

To explain the e�ects of the threshold values, we tested
one RTP session on the given network in the Fig. 4-(a)
with two di�erent congestion thresholds(x= 1.0 or 1.3).
The threshold value is de�ned by x� current IPG(x �
1). When the threshold is low, the gateway responds fre-
quently to a slightly increased IPG and tries to reduce
its rate to solve the wireless link congestion collapse as
shown in Fig. 4-(b), because the receiver sends a con-
gestion sign by the high smoothed IPG value(Fig. 4-(c)).
Thus this rate control behavior can be regarded as active.
The active behavior means that it makes the gateway ad-
just its sending rate strongly to a less congested state,
resulting in low throughput at the receiver.

On the other hand, in case of the high threshold, the
gateway considers most packet losses due to the simple
wireless link error and keeps its rate. Its behavior can be
thought of passive. Therefore under the low threshold,
the mobile host experiences low loss rate(Fig. 4-(d)).
The passive rate control tries to persist its rate by ig-
noring most of the packet losses. Therefore this makes
the GRCA reach the maximum available bandwidth as
soon as possible. The threshold value plays an important
role to discriminate the congestion error from the wire-
less link error. Therefore the threshold value should be
set according to the appropriate gateway control policy.
In this paper the congestion threshold was set to 1.05 by
heuristics.

4.5 Intra-protocol Fairness

Fig. 5-(a) describes con�gured RTP sessions on the
simulated network topology to evaluate the GRCA per-
formance among 8 RTP sessions. For convenience, we
denote RTP sessions in the �xed network as RTPi(1),
and RTPi(2) in the wireless network respectively for
the same session RTPi. For the dynamic session be-
havior, we generated events such as start(or incoming
handover)/end(or outgoing handover) as shown at Table
1.

Table 1: RTP Session Events

Time Events Sessions

200 sec. Session End RTP0, RTP1

600 sec. Session End RTP2, RTP3

1000 sec. Session Start RTP0, RTP1

1400 sec. Session Start RTP2, RTP3

1700 sec. Session End RTP0, RTP1, RTP2, RTP3

The simulation was performed with this con�guration
during 2000 seconds. The fairness ratio, which is de�ned
with C.O.V is shown in Fig. 5-(b) under the drop-tail
queueing according to each error model. The X axis
is time(sec.) and the Y represents C.O.V of rate sam-
ples at time t. Fig. 5-(b) explains that all RTP ses-
sions fairly share the bandwidth most of time(average
C.O.V is 0.086, 95% of C.O.V are under 0.14 and 99%
under 0.2), except a few spike points such as session add
or deletion(for example at time 1000). At events, the
GRCA adjusts quickly its rate to the fair state by fast
event-driven RTCP RR messages. The dynamic adjusted
sending rates at the gateway under session handover are
shown in Fig. 5-(c), (d) according to each error model.
The loss rates under uniform and two-state Markov error
model error model are about 6.7% and 7.1% respectively.
Moreover the GRCA utilizes the wireless link fully(the
average is about 94%). From these results, we can know
that the GRCA can adapt its rate in a fair manner in the
homogeneous RTP tra�c environment, and can adjust
RTP rates rapidly in the mobile network with handover.
To investigate the e�ects of fast and event-driven

RTCP, we examined the RTCP rate whose ses-
sions(RTP4, 5, 6, and 7) lived during the whole simula-
tion period in Fig. 6. Though the RTCP rate increases
when events occur, the each average rate ratio per session
bandwidth is kept at about 1%. This can be extended to
the multicast session in a cell under the bandwidth limit.

4.6 Inter-protocol Fairness

We evaluated the performance of GRCA algorithm on
how much it adapts to TCP connections, and how fast
it converges. Because TCP tra�c dominates the cur-
rent Internet, the multimedia streams using RTP should
coexist fairly with TCP in the best-e�ort network.
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In general TCP responds immediately to the conges-
tion because TCP recognizes one packet loss as a con-
gestion symptom while RTP sender gets the congestion
hints from RTCP RR message only after RR interval.
In this situation, it is possible that the gateway gets
RTCP RR message after the TCP sender decreased mul-
tiplicatively its sending rate immediately by reducing its
window size. This may cause the gateway to increase
the RTP rate further. Although the RTCP RR interval
makes the gateway stay in a decreased or increased state
for a while compared with TCP's abrupt state transition,
the rate of the RTP stream converges to the steady state
which shares the bandwidth with TCP connections fairly
by adopting AI/MD control method and the �ne-tuned
threshold.

For simuation the transport connection con�guration
is composed of 8 RTP streams and 6 TCP connections
competing for the link bandwidth dynamically. The ses-

sion/connection start/end events are the same with the
previous RTP case.

TCP used in this simulation is TCP-Reno deployed
widely. The sending behavior of the original RTP and
relayed RTP streams is same as RTP1 at the previous
case. All TCP 
ows are "FTP" sessions with an in�nite
amount of data as shown in Fig. 7-(a). The packet size
is 512 bytes and the maximum window size is set to 1000
bytes.

The Fig. 7-(b) shows the GRCA fairness between RTP
and TCP connections in the droptail queue according to
each error model. Under two packet loss models, the
GRCA maintains the fair rate ratio of the RTP over
TCP(the average RTP/TCP ratio is 0.97, 0.91 under
two-state Markov packet loss model). Since the burst
packet losses(average loss rate is about 4.45%) will occur
more often in the two-state Markov model, the through-
put in this case is a little lower than that of the uniform
loss model(the average loss rate about 3.9%). The aver-
age sending rates of RTP and TCP at the gateway are
shown in Fig. 7-(c), (d). There are still some peak points
when some events happen. But after this time, the rate
ratio is maintained fairly. When events related with the
RTP session occur, the GRCA adapts its rate quite well
in a fair manner, while it slightly yields to the TCP con-
nections in case of TCP events(after 1700 sec.). This is
because the GRCA increases its rate by considering the
current RTP session counts. Therefore if the GRCA can
be aware of the TCP connections, it will guarantee the
inter-protocol fairness quite well.
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Figure 7: Inter-protocol fairness ratio

It is shown that the GRCA provides the fast intra-
protocol fairness and the full link utilization with low loss
rate under dynamic RTP session behavior in the mobile
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network. Also in the heterogneous environment mixed
with the TCP connections, it still has a acceptable fair-
ness ratio between the RTP and TCP.

5 Conclusion

In this paper, we proposed a gateway-based rate con-
trol algorithm(GRCA) for the CBR multimedia tra�c
in the mobile network, which employs an additive in-
crease and a multiplicative decrease with the fast event-
driven RTCP messages including smoothed inter-packet
gap measured at the mobile host. The GRCA provides
the rate adaptation over the wireless link and supports
handover e�ciently by adjusting the RTP rate dynami-
cally. The simulation results of the proposed algorithm
with ns-2 showed that the GRCA has good features for
the mobile multimedia applications such as fast conver-
gence to the fair link utilization, low error rate, and max-
imum throughput. Especially the GRCA supports the
CBR tra�c application handover by ensuring fast rate
convergence in the mobile network with the low band-
width wireless link. Also it provides the maximum uti-
lization of the low bandwidth of the wireless link, and en-
sures fair sharing of the bandwidth with other streams.
The limited wireless network bandwidth is fair shared
by homogeneous RTP streams as well as by the RTP
streams and TCP connections. Therefore the GRCA can
contribute to prevent the congestion collapse at the wire-
less link.

Though the GRCA is not targeted at the full end-to-
end solution, it can coexist with other end-to-end conges-
tion control mechanisms, resulting in the total enhanced
throughput and keeping the wireless link robust and sta-
ble. For the e�ective rate control at the gateway, it is nec-
essary that the application level gateway can transcode
from high bit rate tra�c to the appropriate one, when
the source cannot send the hierarchical/multiple coded
data. The gateway adapts the continuous rate in the
�ne-grained level by using the smoothed inter packet gap
between the gateway and the mobile host.

In this paper, we assumed only CBR tra�c which
sends packets periodically. Therefore it is necessary to
extend the GRCA for the VBR tra�c sources. The
threshold used by GRCA is set statically, but it should
be dynamically adaptive so as to discriminate the conges-
tion from the wireless link e�ectively. In order to apply
the GRCA at the gateway e�ciently, the coarse-grained
discrete rate control method for the hierarchical or mul-
tiple coding should be devised.
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