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ABSTRACT

It has been an important research topic since 1992 to maxi-
mize stability region in constrained queueing systems, which
includes the study of scheduling over wireless ad hoc net-
works. In this paper, we propose a framework to study a
wide range of existing and future scheduling algorithms and
characterize the achieved tradeoffs in stability, delay, and
complexity. These characterizations reveal interesting prop-
erties hidden in the study of any one or two dimensions
in isolation. For example, decreasing complexity from ex-
ponential to polynomial, while keeping stability region the
same, generally comes at the expense of exponential growth
of delays. Investigating trade-offs in the 3-dimensional space
allows a designer to fix one dimension and vary the other
two jointly. For example, incentives for using scheduling
algorithms with only partial throughput-guarantee can be
quantified with regards to delay and complexity. Trade-
off analysis is then extended to systems with congestion
control through utility maximization for non-stabilizable ar-
rival inputs, where the complexity-utility-delay trade-off is
shown to be different from the complexity-stability-delay
tradeoff. Finally, we analyze more practical models with
bounded message size, and consider “effective throughput”
which reflects resource occupied by control messages. We
show that effective throughput may degrade significantly in
certain scheduling algorithms, and suggest a mechanism to
avoid this problem in light of the 3D tradeoff framework.
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1. INTRODUCTION

1.1 Overview

Since the seminal work [25] on throughput maximization
for constrained queueing systems, there have been growing
interests in resource allocation algorithms with provable,
topology-independent throughput-guarantees over wireless
multi-hop networks. As will be defined in the next section,
throughput, measured by stability region, becomes the ob-
ject to be maximized. To overcome the exponential compu-
tational complexity of the optimal algorithm in [25] (referred
to as Max-Weight scheduling), a discussion on complexity
was initiated and a randomized algorithm was developed
in [24]. Distributed scheduling has been extensively studied
over the last several years, including Maximal and Greedy
scheduling algorithms [1, 12,21, 23,27], decentralized Pick-
and-Compare algorithms [4, 14, 20] motivated by [24], and
constant-time random access algorithms [6,11].

Then, the authors in [19,20] explicitly brought up another
dimension in addition to stability: the dimension of time
complexity, and developed parameterized algorithms that
achieve arbitrary trade-off between complexity and stabil-
ityl. However, stability is an asymptotic concept, and thus
its trade-off only with time complexity may not be well-
defined. In other words, certain notions of complexity may
be arbitrarily reduced without affecting throughput. This
raises a question on other performance metrics that has to
be paid as a cost for complexity reduction.

In this paper, we aim at proposing and studying a gen-
eralized framework which quantifies performance and com-
plexity, and their underlying tradeoffs in wireless scheduling
as a global perspective. To that end, we first parameterize
a family of scheduling algorithms that include major classes
known in existing literature and even new classes. This fam-
ily is called (v, &, x)-approximate algorithms, where v and £
relate to the achievable throughput and delay, respectively,
and x is the complexity parameter. We use this parameteri-
zation to (i) explain the root causes of complexity reduction
in low-cost (distributed) scheduling algorithms, (i7) quantify
their impact on throughput and delay performance, and (%iz)
study the stability-delay-complexity trade-off and its engi-
neering implications on the design of scheduling algorithms.

This 3-dimensional trade-off space highlights the follow-
ing point: an appropriate framework to compare the large
set of alternative scheduling algorithms is to view each one
as one point in the 3D space on some achievable trade-off

'More precisely, trade-off between temporal “simplicity” of
scheduling algorithm and the set of stabilizable arrival rates.



surface. The 3-way trade-off relationship resolves potential
problems when trading-off two of the dimensions while let-
ting the other dimension “float”, e.g., complexity-stability
trade-off becomes well-defined for a fixed delay performance.
In comparison of two scheduling algorithms, a fair compari-
son can be made on the other dimensions, by equalizing one
dimension. Pictorially, this amounts to determining under
what settings of network parameters will one point in the
3D space be Pareto-dominant over the other. We extend
our analysis to the systems using congestion control for ar-
rivals outside the stability region. Complexity-utility-delay
trade-off is characterized, and now complexity may also neg-
atively impact utility in addition to delay.

Finally, we also consider the practical setup where in dis-
tributed algorithms the control message size is bounded, and
can include only a limited amount of information. By in-
troducing the notion of effective throughput to explicitly
consider time-resource used by control message, we provide
more practical analysis of existing queue-length based algo-
rithms, propose a different ways of using queue-length, and
quantify its impact on the tradeoff among effective through-
put, delay, and complexity.

1.2 Related Work

In addition to the seminal work and low-complexity schedul-
ing algorithms mentioned earlier, the average delay-bound
performance of the Max-Weight (MW) scheduling and its
variants were studied in switch scheduling [10,16,22] and in
wireless scheduling [7,17]. The delay-bound analysis is based
on the Lyapunov technique, originally introduced in [13] for
Markovian systems, which we also use in this paper. In
particular, the authors in [7,16] also studied the tradeoff
between complexity and delay by introducing the “periodic
computation” of optimal schedules. Periodic computation
was also addressed as a source of complexity reduction with-
out loss of throughput in [2]. The work in [2] introduced the
notion of “€-inaccurate policy” and proved that the Pick-
and-Compare scheduling is &-inaccurate, but no delay anal-
ysis was presented. The case for non-stabilizable input ar-
rivals was discussed in, e.g., [2,15] with utility maximiza-
tion subject to system stability or with Aloha-based random
access [9]. As Section 3 shows, our definition of (v,&,x)
generalizes &-inaccurate policy in [2] with delay analysis.
Our work generalizes the complexity-delay tradeoff studied
only for the MW scheduling and its periodic computations
in [7,16], and also considers sub-optimal scheduling algo-
rithms as well as utility-delay-complexity in our framework.

While the delay bound based on Lyapunov technique and
the tradeoff between complexity and delay have been stud-
ied for a subset of scheduling algorithms, what remains to
be understood include (i) a generalized, yet tractable frame-
work that can include various optimal/sub-optimal algo-
rithms, and (ii) study of their complexity and its impact
on performance under different systems (e.g., with or with-
out congestion control). Under the generalized framework in
this paper, we can compare a wide class of scheduling algo-
rithms, recover a large amount of recently obtained results,
and potentially predict new performance characterization of
scheduling algorithms in the future. In the last part of the
paper, we also show that our framework can be extended to
study practical systems where message size is bounded and
its impact on tradeoffs.

1.3 Main Contributions and Organization

1) In Section 3, we propose a generalized family of schedul-
ing algorithms, called (v, &, x)-approximate algorithms.
This allows us to include major classes scheduling al-
gorithms today, such as Greedy, Locally-Greedy, and
Pick-and-Compare algorithms, followed by quantifica-
tion of throughput and average delay.

2) In Section 4, we use the definition of (v, x, £)-approximate
algorithms to mathematically understand the root causes
of complexity reduction in various low-complexity (dis-
tributed) scheduling algorithms, and quantify the im-
pacts of complexity reduction on throughput and de-
lay. Based on this, we study all three cases of two-
dimensional trade-offs, provided that one dimension is
fixed. This provides engineering implications on the
choice of scheduling algorithms in practical systems.
For example, for a fixed complexity (resp. delays),
we understand the conditions under which it is better
to choose suboptimal algorithms rather than optimal
ones in terms of throughput. In Section 5, we extend
our results to the systems with congestion control for
non-stabilizable inputs and quantify the utility-delay-
complexity tradeoff. We show that a popular method
of complexity reduction that does not affect stability
in stability-delay-complexity tradeoff now affects the
achieved utility.

3) In Section 6, we explore a related aspect of complexity
measure, the impact of bounding the size of control
messages in distributed scheduling. The measure of
“effective throughput” explicitly reflects complexity in
light of bounded message size, and is shown to possi-
bly degrade significantly for certain queue-size based
scheduling. This motivates us to study a modified
version of the algorithms that uses a time-differential
queue-length, and to characterize impact of this design
on 3D tradeoffs.

2. MODEL AND PERFORMANCE METRICS

2.1 System Model

Network and Traffic Model. The network is repre-
sented by a graph G(£,V), where £ and V denote the set of
directional links, and the set of nodes, respectively. Denote
by L and V the numbers of links and nodes. The network
handles traffic from a set F of flows (i.e., sessions), each
identified by a set of source and a set of destination nodes.
Denote by F' the number of sessions. We assume that each
node v € V maintains a set of per-session queues with fi-
nite size. Each source node is fed by exogenous arrivals, and
we denote by Ay, (t) the exogenous traffic (in packets/slot)
generated by session f during time-slot ¢ at node v.2 The
arrivals Ay, (t) are assumed to be ii.d. across time-slots,
with mean E[Af,(t)] = Afo. We assume that the dura-
tion of a time-slot is small enough so that Ay ,(t) is upper
bounded by a constant, Amax. Define the arrival vector by
A=A, fEF,veEV).

Network resource and allocation scheme. The net-
work resources are represented by a finite set R of the feasi-
ble vectors describing the simultaneous achievable rates (in
packets/slot) on the links. In general, it depends on inter-

By definition, A, (-) = 0 when v is not in the set of source
nodes of session f.



ferences among links. A resource allocation scheme then
aims at choosing in each time-slot a rate schedule S(t) =
(S1(t),...,Sc(t)) € R, where S;(t) is the rate (in packet/slot)
of link [. We assume that our time-slot length is chosen such
that S;(t) = 0 or 1. We model interference by a symmetric
matrix C € {0,1}**L, where C;;; = 1 if link I interferes
with link [, and 0 otherwise. This generalizes the one-hop,
two-hop, or generally K-hop interference model® popularly
used in literature. We also assume that if § € R then
S’ € R if 8’ < 8 coordinate-wise. The resource allocation
scheme further shares the rate of each link among the vari-
ous sessions. We denote by Sy;(t) the rate allocated for the
session f over link [, with }_ > Sr.(t) = Si(t). Denote by
Rimax the maximum amount of packets per slot that one node
may receive (resp. transmit) from (resp. to) its neighboring
nodes. We will later use the constant Q = Anax + 2Rmax-

We will consider problems in two types of systems. In
systems without congestion control, there is no way to control
the arrivals Ay ,(t). All the arriving packets are queued
and must be processed by the network. In systems with
congestion control, one can control the arrival rates, which
are typically outside the stability region.

Queueing dynamics. Denote by Qf,.(t) the queue length
of session f at node v at time ¢. The queueing dynamics is
defined by the following recursion:

Qro(tH)=Qru(t)= D> Sra(O)+ Y Srat)+As.(t), (1)

leO(v) lel(v)

where O(v) and I(v) denote the sets of outgoing and incom-
ing links of node v, respectively. Note that in the above
recursion, we assume that the scheduling algorithm is aware
of the queue lengths and does not schedule empty queues.
Stability. We use the following notion of queue stability:

DEFINITION 2.1 (STABILITY). The system is stable, if

lim sup = ZE[ Z Qf,v(T)

] < 00.
i feEF vEV

When the queue length process Q(t) is Markovian, the sys-
tem stability is equivalent to the positive-recurrence of Q(t)
under the assumption of its aperiodicity and irreducibility.

2.2 Performance Metrics

(1a) Throughput. When arrivals are not controlled (i.e.,
without congestion control), a primary performance objec-
tive of any resource allocation scheme is to guarantee sta-
bility whenever possible, i.e., whenever the arrival vector A
belongs to the throughput region defined as follows:

DEFINITION 2.2
region A C RE*V s the set of all arriwval rate vectors for
which there exists a resource allocation scheme stabilizing
the system.

The throughput-region has already been characterized (see,
g., [3,15]) as follows: Denote by co(Y) the smallest con-
vex set containing ). Then A € A if there exists a pos-
itive vector s = (sf;, f € F,l € L) such that (i) for all
f, if v is not in the set of destination nodes of session f,
At + Dier(o) SHL= Do) S£.15 (i) there exists a vector

3In this model, two links 1,1’ can transmit successfully only
if they are at a distance greater than K hops.

(THROUGHPUT-REGION). The throughput-

s’ = (s1,...,57) € R, such that for all link [, >°;s71 < s7.
Note that sg; may be interpreted as the long-term rate al-
located to session f along link .

To compare various resource allocation schemes with re-
spect to their achieved throughput-region, we use the notion
of y-throughput optimality:

DEFINITION 2.3
allocation scheme is y-throughput-optimal for some 0 < v <
1, if it stabilizes the system for any X € yA.*

(1b) Utility. With congestion control, a standard perfor-
mance objective is to maximize an increasing and concave
utility function that captures fairness, traffic elasticity, or
user satisfaction, while maintaining system stability:

Maximize >0 Uro(@rw)
Subject to x = (x50, f € F,v € V) € A, (2)

where zy,, is the long-term session rate, i.e.,
Tpy = limrco + SF  Apu(t). Note that we restrict our
attention to stationary ergodic policies so that the above
limit always exists.

(2) Delay. For systems with or without congestion con-
trol, we also consider the sum of the stationary queue lengths,

ie, 35, ElQpo (1))
2.3 Complexity Metrics

Different complexity metrics have been considered differ-
ently for centralized and distributed algorithms. In this pa-
per, we focus on time complexity, which has particularly
interesting interactions with concepts based on the “time”
axis, such as stability and delay. In centralized algorithms,
time complexity is the number of “steps” taken to solve the
instance of a problem, where one step refers to one “basic”
operation in a computer. In distributed algorithms, time
complexity is measured by the number of “rounds”, where
one round corresponds to one unit of distributed operation,
e.g., the time to communicate with neighboring links once.

We denote by x (amortized) time complexity, i.e.,

o Zax®

T—o0 T ’
where x(¢) is the instantaneous time complexity at time ¢.
We assume that x(t) is normalized by the data transmission
time at each slot. In particular, for distributed algorithms,
we assume that each time-slot is divided into control mini-
slots and data transmission slot, in which case the number
of mini-slots corresponds to time complexity x(t) for slot ¢.
A control message in distributed algorithms is assumed to
include any information about queue lengths and link states
available at a node until Section 5. In Section 6, we deal
with the case when a control message is of a bounded size.

2.4 Throughput Optimal Resource Allocation

Throughput-optimal resource allocations have been pro-
posed, e.g., in [17,25] with slightly different technical as-
sumptions and system models. Under these models, a re-
source allocation scheme consists of routing and scheduling.
Routing chooses the sessions to be served on a link, and
scheduling is responsible for selecting the schedule among
the links. The resource allocation scheme, described in Al-
gorithm 2.4, is well-known to be throughput-optimal.

4For simplicity, we just use the term ‘throughput-optimal’
when v = 1.

(y-THROUGHPUT-OPTIMALITY). A resource



Algorithm 1 TORA (Throughput Optimal Resource Allo-
cation)

e Routing (Mazx-Differential-Backlog). Let tx(l)
(resp. rx(l)) be the source (resp. destination) of the
link I and also let Dy = Qy,tx1)(t) — Qfx)(t). On
the link [, the session f;" chosen for routing is:

fi' = argmax Dy,. 3)

Let Q:i(t) = maxy¢er Dy, which is henceforth referred
to as just “queue-length” over the link [.

o Link scheduling (Max-Weight). Select the rate
schedule S*(t) defined by:

S*(t) = arg glea%ZQl(t)Sl' (4)

leL

We denote by W*(t) the maximum weight over all possible
schedules (i.e., the weight of S*):

W (t) = maxd Qi(t)S:

leL

In what follows, for an arbitrary resource allocation scheme,
we use W (t) to denote the weight of the rate schedule S(¢)
at time ¢, i.e., W(t) = >, ., Qi(t)Si(2).

In TORA, routing can be performed using only local in-
formation with very small complexity. However, the MW
algorithm for link scheduling require high complexity, due
to the fact that it can be reduced to WMIS (Weighted Max-
imum Independent Set) problem, which is NP-hard®. This
high complexity should also become an impediment to dis-
tributed implementation. Thus, we mainly focus on link
scheduling in the rest of the paper.

3. GENERALIZED FRAMEWORK

3.1 (v,¢ x)-Approximate Algorithms

To study complexity-stability-delay trade-offs, we first clas-
sify algorithms according to (i) how far they are from making
the “correct” scheduling decisions, and (#i) their complexity.

DEFINITION 3.1 ((7,&)-APPROXIMATE ALGORITHMS). A
link scheduling is said to be (v,§)-approzimate for some fi-
nite, positive constants v and &, if, at any time-slot t,

W(t) > GHW™(t) - C(t),
where G(t) and C(t) are random variables, such that

Gt) =y, E[COHQM]<E

We henceforth say that an (v, &)-approximate algorithm

with complexity less than or equal to x is (v, &, x)-approximate.

However, we just use (7,£), unless x is explicitly needed.
Note that our definition of (v, £)-approximate algorithms is
general in a sense that C(t) are random variables. This al-
lows us to handle wide classes of the existing link scheduling
algorithms such as randomized ones.

5For one-hop interference model, it is not NP-hard, and the
problem can be solved with O(L?) complexity. However,
unless explicitly stated, we henceforth assume that optimal
link scheduling requires exponential complexity.

3.2 Examples

We now provide examples of approximate algorithms. Proofs

of Lemmas in this section are delayed in the Appendix.

We first introduce some necessary notations. Let ©O(1)

be the set of links interfering with the link [, and 6(I) be
the maximum number of links in ©(I) that can be sched-
uled simultaneously without conflict. Finally, we let 6 =
max;ez 0(1). Note that ©(1), 6(1), and 0 depend on the given
graph G as well as the interference model, but we omit it
from the notations for simplicity.
(a) Greedy scheduling [12,23,27]. In the Greedy schedul-
ing, 1) start with an empty schedule and a set N' = L; 2)
add to the schedule the link [ € A with the longest queue
length, and remove from N the links interfering with link /;
3) repeat step 2) until A is empty. The Greedy scheduling
is (1/0,0)-approximate with the MW scheduling [23].

(b) Locally-Greedy scheduling. The Locally-Greedy schedul-

ing is similar to the Greedy scheduling, except that in each
step 2), the link [ to be added to the schedule is chosen
randomly among the links in A that have a locally-longest
queue length in AV. A link is said to have a locally-longest
queue length in N if its queue length is greater than any of
its interfering links also in N.

LEMMA 3.1. The Locally-Greedy scheduling is (1/6,0)-
approzimate.

The best complexities of Greedy and Locally-Greedy algo-
rithms known to date are O(L log V') and O(L), respectively,
for one-hop interference [18]. This asymptotic decrease in
complexity is intuitive, since Greedy C Locally-Greedy.

(d) Pick-and-Compare-vy [4,7,14,20,24]. The algorithm
first generates a random schedule S’(t) satisfying C1, and
then schedule S(¢) defined in C2.

Cl. 30 < 6 < 1, st. P[S'(t) = S|Q(t)] > 6, for some
schedule S, where W (S) > yW*(t).
C2. S(t) = arg maxsz{s(t,l)ys/(t)} W(S)

The Pick-and-Compare-vy provides only a probabilistic guar-
antee of finding a “y-optimal” schedule in C1 with selection
of “better” schedule in C2. The idea of “pick” and “compare”
has been used in many sophisticated distributed scheduling
algorithms that achieve throughput-optimality with polyno-
mial complexity. First, the following lemma states that the
Pick-and-Compare scheduling belongs to the framework of
(v, &)-approximate algorithms.

LeEMMA 3.2. A Pick-and-Compare-y scheduling is (v, QV (14

v)/8 )-approzimate.

This result has been proved for v = 1 in [2]. The proof
for v < 1 is presented in the Appendix.

3.3 Throughput and Delay Performance

The three parameters 7, £, and x can be controlled by
system designers. As it will be shown in Theorem 3.1, the
stability property depends on 7 only. We will further show
that £ closely relates to delay, whereas by definition x is
directly related to time complexity. We can choose two pa-
rameters (thus, two performance metrics) freely, but the re-
maining performance metric will be affected by such a choice
of two parameters. Later in Section 4, we formally study the
trade-offs among these three parameters. First, some basic
characterizations on throughput and delay are as follows.



THEOREM 3.1  (THROUGHPUT). (v,&)-approzimate algo-
rithms are y-throughput-optimal.

The proof when v = 1, £ = 0 was presented in [17,25]. Its
extension to v < 1, & > 0 is straightforward, and will be
presented in the Appendix for completeness.

Now, we discuss the delay property. Consider a (v,&)-
approximate algorithm IT and an arrival vector A stabilizable
by II, i.e., A € vA. We first introduce a notion of the dis-
tance between A and the boundary of vA, which essentially
represents how heavily the system is loaded.

DEFINITION 3.2  (DISTANCE).

dy(A) =sup{d: X € (1 —8)vA}. (5)

Analyzing the exact delay performance of the system con-
sidered in this paper is very difficult and still an open prob-
lem due to very complex coupling of queueing dynamics
across links with large dimensions. Thus, we rely on the
upper bound on the mean queue length (thus mean delay
by Little’s formula), as proved in Theorem 3.2. The delay
bound for the MW scheduling (i.e., ¥ = 1) has already been
studied in [7,10,15-17,22] for slightly different system mod-
els, based on the ideas of telescoping the Lyapunov function
values over times [13]. Again, extension to 7 < 1 is not
difficult, which is shown in the Appendix for completeness.

THEOREM 3.2  (DELAY). Let II be a (v, &)-approzimate
algorithm, and A € yA. We have:

e p 33 Een0] < Gy ©

where f(€) = VFE+(VFQ?V/2), i.c., the mean delay bound
is linear in €.

4. COMPLEXITY-STABILITY-DELAY
TRADE-OFF

4.1 Two Methods of Complexity Reduction

We first summarize two ways of reducing complexity and
then quantify their impact on throughput and delay perfor-
mance inside the framework of (v, &, x)-approximate algo-
rithms.

4.1.1 Weight Approximation

As discussed earlier, optimal MW scheduling has to solve
WMIS problems over time-slots with different weights. One
natural way of complexity reduction is to take approxima-
tion algorithms to have polynomial time algorithm at the
cost of sub-optimality in the resulting weight. The sub-
optimality ratio is v < 1 in our definition. Greedy and
Locally-Greedy scheduling are constant-factor approxima-
tion algorithms, where all with approximation ratio is 1/6.
Then, from Theorem 3.1, its (worst-case) throughput re-
gion is reduced from A to A/6. In regard to delay perfor-
mance, consider a stabilizable arrival vector, i.e., A € A/0.
Weight approximation does not affect £, but delay will be
affected by the change of throughput-ratio, i.e., v = 1 —
v = 1/6 and d(A) from Theorem 3.2. We note that it
is still an open problem to achieve arbitrary v < 1 with
just a polynomial time approximation algorithm, since the
WMIS problem does not allow PTAS (Polynomial-Time-
Approximation-Scheme) [26].

4.1.2 Frequency Reduction

Stretching. Another way of complexity reduction with-
out affecting the throughput region is to compute optimal
schedules infrequently. This idea of “stretching” has been
presented in several recent works [2,7,22] and can be for-
mally and more generally defined as follows:

DEFINITION 4.1  (m-STRETCHING). Consider a resource
allocation algorithm 11 that is (v, &, x )-approzimate, and se-
lect a sequence of random time slots to,t1,t2, ..., such that
E[ti—ti—1] = m, for alli =1,2,..., and some fized m < oco.
Now define the i-th frame as a period of t; —t,—1 consecutive
time-slots. Then the m-stretched algorithm I1(m) obtained
from I1 uses the same procedure as 11, but updates the opti-
mal schedules only at the beginning slot of each frame. Once
the schedule has been defined, it remains the same for the
entire duration of the frame.®

The amortized complexity of II(m) naturally becomes x/m.
Note that this stretching is well-defined but differently for
both centralized and distributed algorithms, where x is the
number of “steps” and “rounds”, respectively. Throughput
and delay property of m-stretched algorithms are stated in
the following theorem:

THEOREM 4.1. For a (v,&, x)-approzimate algorithm II,
II(m) is (v,§ + mVQ(1 4+ v), x/m)-approxzimate.

It is well-known as well as intuitive from control theory
and other related work [2,7,22]" that stretching does not
affect stability, which is also verified in view of our Theo-
rems 3.1 and 4.1. This is due to the fact that stability is
guaranteed as long as the long-term service rates are equal
to the long-term arrival rates. Thus, infrequent computation
of some scheduling with a finite period on average does not
affect the stability property. However, it may adversely af-
fect delay, which is the price to pay for complexity reduction.
From Theorem 3.2 and Theorem 4.1, the delay increase by
m-stretching is no larger than linear with m.

The following example shows that this linear increase with
respect to m is tight in the worst-case in the sense that there
exists a network topology where the delay of m-stretching in-
creases linearly with m, as shown in Example 4.1. Note that
this does not imply that the delay bound in Theorem 3.2 is
tight. In Example 4.1, we start from a (1,0)-approximate
algorithm, i.e., MW scheduling, and stretch it by a factor
m, i.e., (1,0(m))-approximate algorithms.

ExAMPLE 4.1. Consider a network of two interfering links
(thus, only one link should be activated for successful trans-
mission) and two single-hop sessions over these links. For

both sessions, packets are generated according to i.1.d. Bernoulli

processes of identical rates . The service rate is one packet
per slot. Then, the throughput region is characterized by
A < 1/2. Assume now that A < 1/2. When m is large, by
ergodicity, the m-stretched algorithm serves the two queues
alternatively for m consecutive slots, with high probability:
Queue 1 is served in slots 2km, ..., (2k+1)m—1, and Queue

SWe can define this stretching in a slightly different manner
that computation of an optimal schedule at ¢; is equally
divided over the entire i-frame. The amortized complexity
is same for both definitions.

"There, stretching is deterministic, i.e., t; = mi, i =
1,2,.....
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Figure 1: (a) A 5x5 grid network and an example of
maximal schedule under 2-hop interference model. (b)
Mean queue length vs. stretching parameter m.

2 1is served in slots (2k+1)m, ..., (2k+2)m—1. In this case,
a lower bound on the mean delay of packets at Queue 1 is
obtained assuming that all packets arriving at this queue be-
tween slots 2(k — 1)m and 2km are actually generated in
slot 2km. It is then easy to see that the mean delay in this
modified system is O(%)

Now, we provide another numerical example with more
complex network topology. We again start from the MW
scheduling and stretch it by increasing m. Consider now a
5 x 5 grid network with single-hop sessions and 2-hop inter-
ference model. In this grid, a line between a pair of lattice
points corresponds to a link. Figure 1(a) shows the topol-
ogy and an example maximal schedule in the system. Each
link supports a session, and for all sessions, packets are gen-
erated according to Bernoulli processes at the same rate A
packets per slot. This network has 40 links (i.e., sessions)
and 1923 maximal schedules. Numerically, we observe that
the maximum throughput is achieved for A =~ 0.12. In Fig-
ure 1(b), we present simulation results showing the mean
total queue length as a function of the stretching parameter
m, for A = 0.095,0.105 and 0.115. Again the queue length
linearly increases with m.

Stretching and Pick-and-Compare scheduling. The
idea of (randomized) stretching is important to understand
complexity reduction of the Pick-and-Compare scheduling.
From Lemma 3.2 and Theorem 4.1 (£ = 0), m-stretching and
the Pick-and-Compare with § in C2 are equivalent, where
m = 1/6. In fact, the Pick-and-Compare scheduling is a
version of 1/d-stretching, where a sequence of slots (¢;) are
determined by a geometric random variable with parameter
0. We comment that the comparison operation C2 is crucial
to develop a distributed algorithm based on the Pick-and-
Compare scheduling. This is because it is very difficult to
know in a distributed manner that a random schedule at a
time-slot is indeed an optimal schedule. The operation C2
provides stronger guarantee than the condition of stretching
that the same schedules are used inside a frame, but is more
amenable to distributed implementation.

4.2 3D Trade-offs: Three Pairwise Trade-offs

4.2.1 Complexity-Delay Trade-off

Theorems 3.2 and 4.1 allow us to quantify the complexity-
delay trade-off realized by infrequent y-optimal schedule com-
putation, when the stability region (i.e., ) is fixed.

We exemplify this trade-off in the case of the MW schedul-
ing and the Pick-and-Compare-1 with the parameter ¢ (see
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Figure 2: 3D trade-off space, and the achieved trade-off
points and curves by some of the algorithms with the
MW rule. PC: Pick-and-Compare-1.

condition C1 in Section 3), where recall that both algo-
rithms are throughput optimal. Then to reduce exponential
complexity of the MW scheduling to a polynomial complex-
ity, one has to stretch the algorithm by a factor ~ 2%, in
which case the average delay scales as 2F. The Pick-and-
Compare scheduling is known to have a polynomial com-
plexity only if its parameter § is close to 277, in which case
the average delay also scales as 2% (in view of Lemma 3.2 and
Theorem 3.2). Exponential decay of probability of finding
the optimal schedule is supported by the existing distributed
algorithms [4, 7,14, 20, 24] based on the Pick-and-Compare
scheduling. The price to pay to reduce complexity (from ex-
ponential to polynomial) with the above algorithms is large.
This is due to the fact that we need an exponential stretch-
ing, and thus, an exponential growth of delay.

4.2.2 Stability-Delay Trade-off

Now we fiz the complexity, and analyze the trade-off be-
tween stability and delay. This analysis aims at answering
the following question: for a fixed complexity, could we have
incentives in terms of delay to choose a y-throughput opti-
mal algorithm with v < 1 rather than throughput optimal
algorithms?.

Assume that the arrival vector A € A, and denote by
the smallest v > 0 such that A € yA. Then, to stabilize the
system, we may choose any «-throughput optimal algorithm
for v > ~.

Consider two algorithms IT and II" that are (1,0, x)- and
(7,0, x')-approximate, respectively, with v < v < 1. Of
course, we should expect that x' < x. Now we equalize the
complexities of II and II' by stretching these algorithms by
some factors. Here, without loss of generality, we stretch II
and II' by factors x and x’, so as to have unit complexity.
Then the delay bounds for these stretched algorithms II(x)
and IT'(x’) are respectively:

2xQV +Q2V/2  2'QV + Q*V/2
IE BTN
Since ydy () = y—1+d1 () by Definition 3.2, we conclude

that IT'(x’) provides a better delay performance than that
of II(x) if:

o+ c@—a-e @

We illustrate the trade-off by comparing the MW schedul-
ing II, which is (1,0, x ~ 2%)-approximate, and the Greedy



scheduling IT', which is (1/6, 0, x" ~ polynomial)-approximate.

We can easily see that we get better delays with the Greedy
scheduling (i.e., (7) holds) when the network size L, is suffi-
ciently large.

4.2.3 Complexity-Stability Trade-off

Now, we equalize the delays (again by stretching), and
then study the relationship between complexity and stabil-
ity for two scheduling algorithms. This allows us to know
whether choosing an algorithm with smaller stability region
can be beneficial in terms of complexity.

Consider the same arrival rate A, and the same algorithms
IT and IT’ as those considered for the analysis of the stability-
delay trade-off. Now, stretch II by factor m, such that the
delays of TI(m) and II' are equalized. Then, m should be
chosen as

_— 1=y
Adi(X) = (1 =)

The complexities of II(m) and IT' become, respectively,

A (A) —(1—7))

1-ya 7

Therefore, II' is simpler, in terms of time complexity, than

I(m) if ¥ < XW- Again, if we compare the

stretched MW scheduling II(m) and the Greedy scheduling

IT', we see that II' provides better complexity than II(m)
while at the same delays.

and X'

To summarize, we may indeed decide to choose a y-throughput

optimal algorithm with v < 1, as a way to reduce delays (for
a fixed complexity), or as a way to reduce complexity (for a
fixed delay), as long as the network size is reasonably large.

4.3 Understanding Alternative Approaches

Now we turn to understanding the alternative approaches
of getting arbitrarily close to throughput-optimality with
polynomial time complexity.

Mizture of weight approximation and stretching. Ex-
amples include [20] under one-hop and its extension to gen-
eral K-hop interference model [29]. The algorithms, param-
eterized by k, are (k/(k + 2), O(k"), 4k + 2)-approximate®,
thereby delay scales as k¥. Getting throughput arbitrar-
ily close to 1 with polynomial time complexity cannot be
achieved just by taking weight-approximating algorithms.
This is due to the fact that WMIS does not allow PTAS
(Polynomial-Time-Approximation-Scheme), as mentioned in
Section 4.1.1, where, however, the work in [20,29] essentially
mix weight-approximation with stretching (realized by the
Pick-and-Compare scheduling) to achieve it.

Weight approximation for restricted topology. The au-
thors in [7,19] proposed the family of algorithms, also pa-
rameterized by k, with all polynomial complexity as well
as polynomial delay, w.r.t., k. This may seem to contradict
our analysis, but they considered special cases of network
topologies, where the WMIS problem allows PTAS. Thus,
without stretching, they can parameterize the algorithms
whose stability is arbitrarily close to that of the optimal
one, even with polynomial delay. As an example, in [7],
non-expandable network topology, which we refer the read-
ers to [7] for its formal definition, is considered. The work

8In [20], O(k*) is the order of the lower-bound of 1/8 of the
Pick-and-Compare scheduling. In this discussion, we assume
such a lower-bound is order-wise tight.

in [8,21] has the similar idea, where the optimal scheduling
is implemented with polynomial time complexity [8] or the
performance of maximal scheduling is improved [21], both
under tree-based topologies.

S. COMPLEXITY-UTILITY-DELAY
TRADE-OFF

When the arrival rates are outside of the throughput-
region, congestion control algorithm needs to be used in
conjunction with routing and link scheduling, often in the
utility maximization framework. This section is devoted to
the trade-off study among utility, complexity, and delay.

5.1 Utility-Optimal Resource Allocations

First, we briefly review an optimal algorithm that max-
imizes the achieved utility and also stabilizes the system.
Various types of algorithms such as dual-based algorithms
and primal-dual-based algorithms, have been proposed un-
der slightly different conditions and system models (see [28]
and the references therein for the survey). In this paper, we
use the dual-based algorithm in [15], shown in Algorithm 2,
to study the tradeoff.

Algorithm 2 UORA (Utility Optimal Resource Allocation)

e Congestion control. Each source node v of each ses-

sion f set their data injection rate Ay, to be the op-
timal solution of the following:

max  (BU(Asa() = Ao (0Qra(D), (8)

Af o (t)SAmaz

where 5 > 0 is a parameter.
e Routing and Link Scheduling. Same as those in
TORA.

The (8 corresponds to the tunable parameter which de-
termines the difference value U* — U(3), where U* the op-
timal utility (i.e., the optimal solution of (2)). The U(B)
is the achieved utility by UORA-MW for the parameter (3,
ie, U(B) = U(limr—oo 7 ZtT:l A (1)), where Ag,(t) is
controlled by (8). In [15], the authors proved that as 3 in-
creases, U(B) approaches to U*, but the delay may linearly
increase.

5.2 3D Trade-off

Consider a UORA algorithm, where link schedule is re-
placed by a (v, &)-approximate algorithm, which we denote
by UORA(v,&). This enables us to quantify the impact of
complexity on utility and delay. Denote by U*(v) the opti-
mal solution of (2), where the constraint set is changed from
A to the throughput-region attained by a (v, £)-approximate
algorithm, i.e., yA. Unfortunately, it is known that UORA (v, &)
does not converge to U*(7y) unless Uy, (-) is linear. In other
words, we require the property of the utility function that
U'(yz) = yU'(x), for x > 0. We refer the readers to an
example of such a case to [12].

Therefore, in this section we focus only on (1, £)-approximate
algorithms, such as the MW scheduling or the Pick-and-
Compare scheduling-1. We extend the notation U(3) to U (3, £)
to refer to the achieved utility by UORA(1, &) with param-

A

eter 3. Denote Q be the average queue length, ie., Q £
. T
limsupy_, o % thl E[Zf,v Qfw]-



THEOREM 5.1. UORA(1,£) stabilizes the system for any
& < oo, and

B+ E + BVUmax

)\maz

_B+¢
28
where B is some constant depending on the network size,

Amaz = supy\{(A\)so € A}, and Upas is an upper bound on
the utility, i.e., Umnaz = MmaxXyeV,z; ,<Amaae Zf Uf,v(xf,v)'

Q< , UBe>U"

The proof is presented in the Appendix. Theorem 5.1 says
that the average delay scales linearly with the parameter £,
as in the system without congestion control. However, the
achieved wutility is also affected by £ linearly, which is in
sharp contrast to the stabilizable inputs, where & does not
affect throughput (see Theorem 3.1). From Theorem 5.1,
we can quantify various 3D trade-offs as in the case without
congestion control. Due to space limitation, we only provide
one example here.

Consider UORA and the Pick-and-Compare-1 with the
parameter 6. To have a polynomial-time algorithm, from
Lemma 3.2, we require that § = 1/0(2%), thereby ¢ ~ 2F
in Theorem 5.1. This implies that for any choice of 3, de-
lay scales exponentially with the network size, and (ii) by
choosing 8 ~ 2 large enough, we can have polynomial sub-
optimality (w.r.t. U*) of the achieved utility, but at the ex-
pense of much-increased delay ~ O(&+3) = 28 425 = 25+1,

6. EFFECTIVE THROUGHPUT
UNDER BOUNDED MESSAGE SIZE

6.1 Impact of Bounded Message Size

In this section, we consider the important case of dis-
tributed tmplementation of those (v, &, x)-approximate algo-
rithms that use the queue-lengths to determine a schedule.
The example algorithms addressed earlier belong to this cat-
egory. They exchange control messages to notify the neigh-
bors of their queue lengths. Recall that x(t) is the time for
control message exchange at time ¢, measured by the num-
ber of unit distributed operation such as convey the queue
length over a link to its neighbor. We remove somewhat im-
practical assumption in earlier sections that a control mes-
sage can include arbitrary size of state information. Indeed,
a control message size is usually bounded due to scarce re-
source of communication links and implementation issues.
The overhead of control messages should not be ignored in
a proper accounting of the tradeoff study.

To study practical impact of bounded message size on
scheduling, we introduce the notion of effective throughput.
Effective throughput corresponds to the real throughput of
data that considers time resource occupied by control mes-
sage exchange. A little thought leads us to the fact that the
effective throughput region of a (v, &, x)-approximate algo-
rithm decreases from yA to (7)A.

A simple implementation of queue-size based distributed
scheduling algorithms may use a “bit-encoder” which en-
codes Q(t), for a link I, with log,(Q(¢) + 1) bits. When the
message is one-bit, this will generate log,(Q:(t) + 1) num-
ber of control messages. Observe that x(t) is an increasing
function of Q(t), and tends to oo, as Q;(t) — oo. Then,
this system using the bit-encoder becomes unstable for any
positive arrival rate, since as the queue length increases, the
service rate (per unit time) goes to zero. Thus, the effec-
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Figure 3: The achieved trade-off points for MW
and Greedy with bounded message size and effective
throughput.

tive throughput of such systems becomes zero, irrespective
of network size and (positive) arrival rate.

6.2 Time-Differential Queue Size and
Resulting 3D-Tradeoffs

The root cause of bad effective throughput for bounded
message size is due to the fact that time complexity de-
pends on queue-lengths, which can be arbitrarily large. To
achieve a positive throughput-region, we propose the idea
of using time-differential queue size, i.e., only the increase
or decrease in queue size (with initialization of updating the
queue lengths at time slot 0), whenever the actual queue
size information is needed in the “original” algorithms. Ex-
changing the queue length difference over time allows the
algorithms to have time-complexity that does not increase
with the queue lengths. The following theorem states that
complexity in the algorithms with time-differential queue
size does not change significantly, compared to those which
uses actual queue lengths:

THEOREM 6.1. For a original (7,0, x )-approxzimate algo-
rithm 11, its m-stretched algorithm I with time-differential
queue size is (7, mVQ(14+7), x log, (mQV) /m )-approzimate.

The proof is not hard, since x (which is independent of
boundedness of message size) is reduced by a factor of m
because the vy-optimal schedule is computed over m slots
on average, and the amount of queue-size change over a
link is bounded by mQV. For example, for the original MW
scheduling, which is (1,0, x)-approximate, the MW schedul-
ing and the Pick-and-Compare-1 with parameter J using
time-differential queue size is (1,0, x log,(2V)), and
(1,2V8/8, x0 log, (2V/d))-approximate.

Now, we discuss the tradeoffs in throughput, delay, and
complexity due to introduction of effective throughput with
bounded message size. The achievable 3D tradeoff is not
same as before, as illustrated in Figure 3, and summarized
as follows:

(i) Stretching affects the effective throughput. From The-

orem 6.1, the effective throughput region of T is v/ (1+
X log, (mQV') /m)A. Effective throughput region can be-
come arbitrarily close to its ideal throughput, i.e., v, as
m — 00, which, again, leads to an exponential increase
of delay.

(ii) Effective throughput of low cost scheduling via weight
approximation may be larger or smaller than that of its
optimal algorithm, depending on the network size. To
illustrate it, consider the MW rule and Greedy schedul-



ing. From Theorem 6.1, their effective throughputs are
1/xM% log,(QV) and ~/xFlog,(QV), respectively,
where XMW = 0(2%) and x“® = O(LlogV), and
v =1/6 < 1. Thus, if 1/xM% > 1/6x%, the effec-
tive throughput in the MW rule is larger, which holds
for sufficiently small-scale networks, and the opposite
result is obtained for sufficiently-large scale networks.

7. CONCLUDING REMARKS

Scheduling in wireless networks can be conducted in many
variants. Comparing these alternatives requires understand-
ing not just throughput region but also the trade-off among
various performance metrics with complexity. This paper

develops a generalized framework, and characterizes the achiev-

able trade-off curves in a parameterized family of algorithms
that cover major classes of known algorithms. Pairwise
trade-offs are proved, and extensions to complexity-utility-
delay trade-off are developed. These characterizations quan-
tify intuitions on what price must be paid for simplicity of
scheduling algorithms.

Our study also reveals many under-explored questions in
the important area of wireless scheduling: How to use two
degrees of freedom in parameterization of scheduling algo-
rithms so that an entire surface rather than just a curve
as in current works can be traced out in the 3D trade-off
space? How to incorporate other measures of complexity
such as communication complexity? Can “outer bounds” on
trade-off surface be obtained from “converse theorems”? Fi-
nally, how to model and characterize the impacts of practi-
cal issues, such as bounded message size, so that distributed
scheduling can be actually used in practice?

Appendix

Proof of Lemma 3.1. Choose any optimal schedule S*
with MW rule. Let (S1,S52,...,Sm) be the sequence of
schedules when a link is sequentially added by Locally-greedy
scheduling. We also let S} = S* N (S; Uies, ©(1)), where
recall that ©(l) is the set of interfering links with [. It suf-
fices to show that W (S;) > $W(S}), i = 1,...,m, since
the final schedule S,, is a maximal schedule and satisfies
W(S;,) = W(S*). Let I; be the added link at i-th phase,
ie, l; = S;\ Si—1. Remarking that the number of links in
S* N ©(l;) is no larger than 6 and the weight of [; is the
largest of the links in ©(l;) (i.e., locally-longest), the sum of
weights of links in S*NO(I;) is no larger than OW ({l;}), the
result follows. [

Proof of Lemma 3.2. Denote by {¢;}i—o,1,... be the se-
quence of (random) time slots, where W (¢;) > vW™*(t;).
Let At; = ti41 — t;. Now for Vi € (ti,ti+1), we have: (i)
W(t) > W(t;) — VQ and (ii) W*(t) < W*(t;) + At;VQ.
Hence, W(t) > yW™*(t) — At;VQ(1 + ). Thus, the result
follows, from the fact that E[At;] =1/6. [

Proof of Theorem 3.1 and Theorem 3.2. We first in-
troduce the following notations: All quantities associated
with session f are denoted by a superscript f: Qf(t) =
(Qralt), v € V), 87(t) = (Sy.(t),L € £), AT (1) =
V), and MY = (Af,,v € V). For a vector s = (s7y, f € F,l €
L), we define s; = 3~ . sy We also define the V' x L ma-
trix RY with (v, l)-component equal to 1 if v = rz(l) and v
is not the destination of packets of session f, -1 if v = tz(l),
and 0 otherwise. With these notations, the evolution of

(Afo(t),v e

queues related to session f can be written as:

Qlt+1) = Q') +RIST(t)+A®).
Also note that the weight of the schedule S(¢) becomes:
W) = =Y Q'®"Rr'sw),
fer

where a7 is the transpose of vector a. One can easily show
(as in [25]) that if A € yA, then there exists 6 > 0 such that

Vi€ Z,3s(i) = (spu(i), f € F,l € L) : (51(i),...s.(7)) € Ry,
and AT = —(1 - ¢) ’nyZm i),VfeF. (9)

i€

Recall that the distance between A and A has been defined
by the supremum of § such that (9) holds. Now consider
the usual quadratic Lyapunov function and the correspond-
ing drift: L(t) = >, , Qro(t)® and AL(t) = E[L(t 4+ 1) —
L(t)|Q(t)]. Following [25], we can show that:

AL(t) <Y E[(R'ST(H)+AT (1) (RTST(8)+A7 (£)1Q(1)]
7

+2Q' (WE((R' ST (1) + AT(1)7 Q). (10)

The first term at the right side of (10) can be easily bounded
by a constant b = VQ?. The second term is:

2 Z Q') RE[ST®)IQ®)] +2) QT ()TN
Now for (v, £)-approximate algorithms:
2,90
We also have in view of (9):
D RIWTA < (1-6)y Y mEWT(1)|Q
f

i€T
Finally, remarking that W*(t) > >_,  Q..(t)/V F, and tak-
ing ¢ as large as d(\), we have:

TRIE[S!(1)|Q(1)] < —EW*(1)|Q(1)] + .

(1), R(t) = Ril.

AL(t) <V +26 = 2vd,(A) D> Qro(t).  (11)

Summing the above inequalities for ¢t = 1 to T, we get:

E[L() - L(0)] <@V +2)

- ) S S 50, (1)

t=0 f,v

We deduce the following, which completes the proof by let-
ting j — oo:

2
*ZZEQJ’, L VE@V?+2)

VFE[L(Q(0))]
=0 fo 2’Yd'v()‘) .

- [
2jyd ()

Proof of Theorem 4.1. Same as Lemma 3.2 except that
E[ti_ti—l] =m, fOI‘i:O,....
Proof of Theorem 5.1. We first let

Li(t) ZQf )" R'E[ST (1)|Q(1)],



Lat) = —(Y 805> Q@ W E[A’1IQ11)]).
f f
Using the quadratic Lyapunov function L(t), we get:
AL(t) = b+ Z(Ll(t) +La(t) + 8 Uf,v(t)). (12)
fv

Now, for a given 0 < € < Apaz, define Ac to be:
A £ {()\f,'u)f,'u | ()\f,v —|—€)f71, €A, Afo > 0,VfeF,ve V}.

Let A*(€e) = (A}, (¢€), f € F,v € V) to be the solution of the
optimization problem: max(x, ,jea. Usw(Af,0), and we let
A* = A*(0), for simplicity. Then, from the similar argument
in [15], we get

AL(t) = b+26 —2¢ > Qsu(t)
fv

=28( 3 Ujule) = D Ural®)),
fiv fiv

where € = (€)vey, (A*)(€) = (A\j,(€),v € V), and Uj , (¢) =
Usw((A}(€))). Using the technique in the proof of Theo-
rem 3.2 for delay bound and convexity of Uy, (-) and Jensen’s
inequality, the result follows. []
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